
  

Abstract—Skin cancer is one of the most common human 

malignancies. It is a kind of skin diseases caused by abnormal 

growth of skin cells. Clinically, dermatological disease 

including skin cancer can be divided into many types. 

Treatment options for each type are varying depending on the 

prognosis of a disease. Type of skin disease or dermatological 

classification is an initial process of clinical screening.  

Traditional method of initial clinical screening requires a visual 

diagnosing by specialized expertise. In case the disease is 

classified as a type of skin cancers, it is a serious case of 

dermatological disease that should be treated promptly. 

Therefore, an automatic approach applied for this classification 

task is very useful. In this work, we propose an automatic 

method for skin disease classification using deep learning model 

of convolution neural network, or CNN. In order to increase the 

classification performance of CNN, we employ both image data 

and background knowledge of the patient in the modeling 

process. The experimental results performed on a public 

dataset show that the CNN model can classify skin diseases with 

79.29% accuracy, while our proposed method to incorporate 

background knowledge of patient in the modeling phase can 

improve the accuracy up to 80.39%.  

 
Index Terms—Skin cancer, dermatological image 

classification, deep learning, convolution neural network. 

 

I. INTRODUCTION 

Skin cancer is one of the most common human diseases [1], 

[2]. Clinically, dermatological diseases including skin 

cancers can be divided into many types. Treatment options 

and prognoses for each type are varying widely depending on 

the type and the stage of the disease. The tradition clinical 

method to classify the type of skin disease uses visually 

diagnosis in a preliminary clinical skin cancer screening. 

This requires specialized expertise where the prognosis by 

dermatoscopy is followed by a biopsy, and histopathological 

examination. 

Nowadays, machine learning techniques are intensively 

used to analyze the medical information. Generally, it is used 

to create the model for predicting what information will 

appear in the future or automatically classifying the existing 

medical data into a correct group or category. Deep learning 

(DL) is one of the most popular and state-of-the-art methods 
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of machine learning. Principally, DL techniques utilize the 

basic learning method based on the famous artificial neural 

network (ANN) concept. But DL uses many more processing 

layers or steps than the ANN. DL methods are rapidly 

gaining much interest in the research and industry 

communities [3] on various tasks such as  image recognition 

[4]-[6], speech recognition [7], [8], age estimation [9], 

prediction of mutation in DNA [10], [11], detection of 

subtype blood cells [12], and identifying metastatic of breast 

cancer from images of sentinel lymph node biopsies [13]. 

We consider applying DL that has been enhanced its 

performance with the background knowledge to extract 

useful features for better classify the skin diseases. After the 

review of DL and related work in Section II, we propose our 

research framework and a step-by-step detail in Section III. 

The experimentations and results are displayed in Section IV. 

We finally conclude our paper in Section V. 

 

II. PRELIMINARY AND LITERATURE REVIEW 

A. Deep Learning Method 

DL method is based on the artificial neural network (ANN) 

concept. The major extension is that DL uses many more 

processing layers than the ANN. Therefore, the training 

phase of DL takes longer time than the ANN. Despite the 

trade-off in computational time, DL gains popularity from its 

higher accuracy than the than ANN. 

There exist many examples for accuracy improvement 

from moving from ANN modeling to DL. For instance, the 

work of Zhang et al. [14] reported that the application of DL 

method, called Joint Deep Learning Land Cover (JDL-LC), 

for land cover classification show overall accuracy 

improvement up to 89.64% and 90.72% for the Southampton 

and Manchester areas, respectively. These accuracy rates are 

higher than the ANN method using multilayer perceptron 

that can classify land cover types over Southampton and 

Manchester areas with 81.29% and 82.22% accuracy rates, 

respectively.  

In general, DL method can be classified into four major 

types based on the network architecture [15]. These DL types 

are Unsupervised Pretrained Networks (UPNs), Recurrent 

Neural Networks, Recursive Neural Networks, and 

Convolutional Neural Networks (CNNs). Brief introduction 

of these DL types are as follows: 

• Unsupervised Pretrained Networks (UPNs) 

Example of this DL architecture is autoencoder [16]. An 

autoencoder is used to learn data coding scheme that is the 

best representative (called encoding) for a specific data set. 

This method can also be used for dimensionality reduction. 

The nature of this architectures is learning the input data 
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features for generating output data features that is the same as 

the input features. 

• Recurrent Neural Networks 

This architecture was created to be used for sequential 

inputs with the time factor, which is the factor that causes the 

difference between the elements of the sequence. Simple 

examples of sequential inputs are video (sequence of images) 

and text (sequence of words). The main characteristic of 

recurrent neural networks is that the output of the previous 

node is the input of the next node. The famous type of this 

architecture is Long Short-Term Memory networks 

(LSTMs). 

• Recursive Neural Networks 

This architecture is like the recurrent neural networks in 

the sense that it can deal with variable length input. But there 

is a minor difference in that the recursive neural network is 

more like a hierarchical network with no time aspect 

associated with the input sequence. With recursive neural 

network architecture, the input data has to be processed 

hierarchically in a tree model. 

• Convolutional Neural Networks (CNNs) 

One of the most famous DL methods is Convolutional 

Neural Networks (CNNs) [17]. The main goal of CNNs is to 

learn image patterns and characteristics for the purpose of 

recognition and classification. The images used as input data 

of the CNNs can be human faces, street signs, construction 

sites, and any other aspects of visual data. CNNs use a set of 

images for training appropriate parameters in the network 

architecture. Basically, there are three main layers in the 

CNN network. 

1)  Convolutional layer. It consists of a group of nodes 

used for extracting important features from the images. This 

layer employs many of filters to operate on input images. 

2)  Pooling layer. It is a layer that is normally applied 

after the convolutional layer. The main advantage of this 

layer is to reduce the spatial dimension (width, height) of 

the input data that will send forward to the next 

convolutional layer. 

3)  Fully-connected layer. The nodes in this layer are 

fully connected to the output from the previous layer. This 

layer is usually used as the last step of CNN network before 

the output layer. 

The CNN architectures are based on the pattern of layers, 

as demonstrated in Fig. 1. 
 

 
Fig. 1. General CNN architecture. 

 

Implementing CNN architecture for classification can be 

done by creating a new deep network, or in other words 

training from scratch. With the train-from-scratch scheme, 

we must firstly determine the size of the images used as input. 

Then, configure the appropriate number of convolutional 

layer, pooling layer, and fully-connected layer. This method 

requires thousands of millions of images to train, which 

results in having to spend a long time in training. 

A better learning scheme is to use the pre-trained CNN 

models for classifying a new set of images. The pre-trained 

CNN models are the ones that had been already trained on 

more than a million images and can classify the category of 

new images. 

At present, there are many public pre-trained CNN models 

available for adopting to a specific task. These models 

include AlexNet [17], GoogLeNet [18], VGGNet [19], and 

ResNet [20]. These models are called a transfer learning such 

that the parameter learning for a new problem does not have 

to start from scratch, ones can apply the pre-train CNN to 

quickly learn a suitable parameter [21].  

The pre-trained CNN method has two major differences 

from the train-from-scratch method. First, this method uses 

the transfer learning concept, thus the pre-trained method 

requires images for training significantly less than the 

train-from-scratch method. Second, the pre-trained method 

spends shorter time in training compared to the 

train-from-scratch. However, the pre-trained method has 

some limitations, that are, the accuracy of the model and size 

of images (pixel × pixel) depend on the pre-trained model.  

To further speed up the pre-trained CNN, feature 

extraction is another important technique that should be 

applied. It is a process of reducing the dimensions of large 

quantities of information to a smaller extent that can 

represent the original data [22]. 

In this research work, we consider applying the pre-train 

CNN to the skin cancer classification. The traditional method 

of initial clinical screening for classifying the type of skin 

disease uses visual diagnosing of which required specialized 

expertise. The confirmation of diagnosis requires so many 

steps of clinical processes. Therefore, we propose an 

automatic approach applied for this classification task to help 

dermatologists for speeding up an early detection of skin 

cancer. Our automatic detection method for skin disease is 

based on deep learning model of CNN. Besides adopting the 

pre-trained CNN, we consider a method to increase the 

classification performance by employing both image data 

and background knowledge of the patient in the modeling 

process. 

B. Literature Review 

There are many research works appeared in the literature 

that applied machine learning techniques to the 

dermatological domain. These works include the 

establishment of grading criteria for acne severity [23]. This 

study used the numbers of inflammatory eruptions (papules 

plus pustules) of half of the face to decide the correct 

classification among the four levels of acne severity: mild, 

moderate, severe, and very severe. Other research team [24] 

studied prediction of different dermatological conditions 

using naïve Bayesian classification. This research used 

medical data set containing records of 230 patients with 21 

medical attributes for creating model to predict the 

probability of occurring eight dermatological conditions: 

scarlet fever, rubella, measles, fifth disease, chickenpox, 

entrovirus, no vaccination subitum, and Kawasaki. Recent 

research work [25] performed dermatologist-level 
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classification of skin cancer using deep neural networks. The 

dataset used in this work was images from Stanford Hospital. 

The researchers create model by pre-trained CNN model of 

Google’s Inception v3 using transfer learning. The accuracy 

of model is 72.1±0.9 % for 3-way classification and 

55.4±1.7% for 9-way classification. 

In our work, we employ both image data and background 

knowledge of the patient for creating model to 7-way 

classification. Our research is different from the previous 

work [25] in that we apply both image data and background 

knowledge of each patient to create model. 

 

III. MODEL CREATION METHOD 

In this research, we design the process for creating and 

assessing the classification model for dermatological 

classification with deep learning technique. We employ 

CNN architecture of AlexNet with transfer learning scenario 

as the starting point. In order to broadly investigating the 

transfer-learning concept, we create three types of models as 

shown in Fig. 2. These three models are named as 

Alexnet-TL, FESVM, and FESVM+PD, respectively.  

• Alexnet-TL is the CNN model built with the 

pre-trained Alexnet architecture that has been 

fine-tuned to fit the specific task of skin disease 

classification.  

• FESVM is basically the pre-trained Alexnet-TL that 

has been used as a feature extraction to be classified 

further with the support vector machine (SVM). 

Feature extraction is added as a pre-processing step to 

speed up the model learning process. 

• FESVM+PD is the extension of the FESVM method 

by adding other patient data as the background 

knowledge. Image data and background knowledge are 

then passed to the SVM modeling step. 

 

 
Fig. 2. The research framework proposed for the dermatological classification. 

 

A. Data 

This study uses the dermatological images from a public 

data source [26]. These data are the dermatoscopic images of 

seven skin lesions related to the disease. Sample pictures of 

each disease in all seven types are shown in Fig. 3. 

 

 
Fig. 3. Sample pictures of skin disease for all seven types. 

 
TABLE I: THE TYPES OF SKIN DISEASE FROM A STUDIED DATASET AND 

NUMBER OF IMAGES FOR EACH TYPE 

Disease Acronym Number 

Actinic keratoses and intraepithelial 

carcinoma / Bowen's disease  

akiec 327 

Basal cell carcinoma  bcc 514 
Benign keratosis-like lesions  bkl 1,099 

Dermatofibroma  df 115 
Melanoma  mel 1,113 

Melanocytic nevi  nv 6,705 

Vascular lesions  vasc 142 

Summation    10,015 

Table I shows the types of skin disease from a studied 

dataset and number of images for each type. In total, a dataset 

has 10,015 images. Most images are in a type of melanocytic 

nevi (nv), of which consists of 6,705 images. 

This public dataset can be downloaded from a website 

“https://dataverse.harvard.edu”. The data are 

dermatoscopic images that had been collected from different 

population of which acquired and stored by different 

modalities. The images are in JPEG format and attach the 

patient related data that we use as a background knowledge 

in our modeling step. The patient data are in CSV format. 

Data attribute details are summarized in Table II.  
 

TABLE II: DETAILS OF PATIENT DATA USED AS BACKGROUND 

KNOWLEDGE IN OUR MODELING PHASE 

Attribute name Meaning 

image_id Name of image 
age Age of patient 

sex Sex of patient 

localization The position of the disease on the body. 
dx Type of skin disease 

 

B. Skin Diseases Classification  

In this research, we divide the images in a dataset into two 

subsets; one subset is used for training the model and the 

other subset is used for testing the model performance. The 

division ratio of training:testing in percentage is 70:30. We 

then apply the training data set for the 3 learning strategies 

(as shown in our research framework in Fig. 1) for skin 
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diseases classification. 

In our first strategy, we create CNNs model with Alexnet 

using transfer learning. It is the CNN model created by the 

pre-trained CNN model of Alexnet architecture using 

transfer learning by fine-tuning. The results from model 

creating is a classification model named Alexnet-TL 

(Alexnet with Transfer Learning) 

The second strategy is applying the Alexnet-TL for the 

purpose of feature extraction. This strategy uses the 

previously created Alexnet-TL model for extracting the 

feature from the image data. It then employs SVM to classify 

the data obtained from the CNN-based feature extractor. The 

model created by this strategy is named FESVM (Feature 

Extraction and SVM classification). 

For the last strategy, we create SVM model from both 

feature extraction data that extract from image and patient 

data that are used as a background knowledge. This strategy 

employs SVM classifier for classification the skin diseases of 

patients on the same way as the second strategy. However, 

there are differences on the data used for modeling. This 

model will also consider additional patient data. The model is 

then named as FESVM + PD (Feature Extraction and SVM 

Classification + Patient Data). For this strategy, we design 

modeling step further to obtain three models (Type I, Type II, 

and Type III) depending on which details of patient data are 

considered. Details of patient data considered in each type 

are as follows: 

Type I: Add age of patient only. 

Type II: Add age and sex of patient. 

Type III: Add age, sex, and position of the disease on the 

body of patient. 

 

IV. EXPERIMENTAL RESULTS 

We used overall accuracy as a metric for evaluating the 

performance of the models to assess the correctness of skin 

disease classification. After performing experimentation 

according to each strategy (Alexnet-TL, FESVM, 

FESVM+PD: Type I, II, III), classification performances of 

all models are compared. The results are summarized in 

Table III. 

From Table III, it can be seen that the best accuracy is 

from the FESVM+PD model. It can classify the skin diseases 

more accurate than the FESVM model and the Alexnet-TL 

model. Among the three types of FESVM+PD method, the 

model from the type III shows the best performance. This 

means that modeling with image data incorporating with the 

patient's background knowledge for classifying skin disease, 

especially skin cancer, get higher accuracy than simply using 

the images. We also observe that more details of background 

knowledge result in better classification results. 

 
TABLE III: COMPARATIVE RESULTS OF THE MODEL PERFORMANCE 

Model 
Accuracy  

(Training Data) 

Accuracy  

(Testing Data) 

Alexnet-TL 84.94 % 79.29 % 

FESVM 100 % 78.70 % 

FESVM+PD (Type I) 100 % 80.16 % 

FESVM+PD (Type II) 100 % 80.16 % 

FESVM+PD (Type 

III) 

100 % 80.39 % 

The performance of each classification model when 

further categorized by each type of skin disease can be shown 

in a form of confusion matrix in Fig. 4 to Fig. 8. Fig. 4 shows 

performance of the Alexnet-TL model. Fig. 5 shows the 

performance of FESVM model. Fig. 6 to Fig. 8 are 

performances of the FESVM+PD models with Type I, II, and 

III, respectively.  

On comparing performances of DL model built from the 

transfer learning strategy (Alexnet-TL model performance in 

Fig. 4) and the model built from the strategy that performs 

feature extraction with Alexnet-TL and then classify with 

SVM (FESVM model performance in Fig. 5), the overall 

accuracy of Alexnet-TL model (79.3%) is a little bit better 

than the FESVM model 78.7%. But the FESVM model can 

predict the four (out of seven) specific types of bcc, bkl, df, 

and mel diseases more accurate than the Alexnet-TL model, 

whereas the Alexnet-TL model is good at predicting the 

aklec, nv and vasc skin disease.  

 

 
Fig. 4. Confusion matrix of Alexnet-TL model in test data. 

 
Fig. 5. Confusion matrix of FESVM model in test data. 

Fig. 6 and Fig. 7 show the confusion matrices of the 

FESVM+PD method that employs both image data and 
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patient data for modeling. Fig. 6 is the confusion matrix of 

the FESVM+PD (Type I) model that includes patient age, 

whereas Fig. 7 is the FESVM+PD (Type II) model that 

includes patient age and sex.  

 

 
Fig. 6. Confusion matrix of FESVM+PD (Type I) model in test data. 

 

 
Fig. 7. Confusion matrix of FESVM+PD (Type II) model in test data. 

 

 
Fig. 8. Confusion matrix of FESVM+PD (TYPE III) model in test data. 

 

The two types of FESVM+PD model can classify bcc, 

bkl, df, and mel diseases more accurate than the Alexnet-TL 

model with 41 and 45 patients for Type I and Type II, 

respectively. However, the Alexnet-TL model can classify 

akiec, nv and vasc disease more accurate than the 

FESVM+PD model (Type I and II) with 20 and 19 patients. 

From the confusion matrix in Fig. 8, it can be noticed that 

the FESVM+PD (Type III) model can classify bcc, bkl, df, 

and mel diseases more accurate than the Alexnet-TL model 

with the amount of 52 patients. Moreover, the FESVM+PD 

(Type III) model can classify bkl, mel, and nv diseases better 

than the FESVM+PD (Type I and II) with the amount of 9 

and 9 patients, respectively. However, the Alexnet-TL model 

can classify akiec, nv, and vasc diseases with better accuracy 

than the FESVM+PD (Type III) model on 19 patients. 
 

V. CONCLUSION 

Deep learning (DL) is currently a very accurate learning 

method on classifying images. There exist many powerful 

DL architectures ready for adoption to learn a new 

classification problem. Such availability provides the so 

called transfer learning in which other scientists do not need 

to build their own DL architecture from scratch. They instead 

apply the existing DL architecture with some fine-tuning on 

network parameters.  

In this work, we present the DL transfer learning adoption 

strategy to be used for medical data classification. Our DL 

adoption strategy applies DL architecture to learn image data 

of skin diseases. Other patient data are also used as 

background knowledge in our learning strategy. On applying 

DL technique, we design three kinds of the learning models: 

transfer learning with the existing Alexnet architecture 

(called Alexnet-TL), SVM modeling from feature extraction 

data of image (FESVM), and SVM modeling from feature 

extraction data of image and patient data (FESVM+PD: Type 

I, II, III). The feature extraction of FESVM and FESVM+PD 

has been done by applying the Alexnet-TL strategy. That 

means we also use DL as a feature extractor.  

We finally compare the performance of the three models 

by observing the overall accuracy. The experimental results 

show that SVM modeling from feature extraction data from 

image and patient data reveal the best performance. The 

FESVM+PD with Type III of adding background knowledge 

get the best performance as compared to other types of the 

FESVM+PD model. It can be concluded from the obtained 

results that the more available details of patient used as a 

background knowledge, the better accuracy obtained from 

the built model. Nevertheless, we hypothesize that the 

accuracy should also depend on the importance of the 

information to be added as a background knowledge. This 

hypothesis testing is thus our main subject for further 

investigation and research. 
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