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Abstract—Customers of several popular services need to wait 

idly for a long time. These services usually have a limited 

capacity and can only serve a small number of customers at a 

time. It is impossible for customers to receive the service without 

waiting at all; thus, it will be advantageous for clients to know 

the approximate waiting time which they may choose to do other 

activities instead of standing in a service queue. This article 

proposes and evaluates approaches to predict the waiting time 

before a customer receives the service. Three approaches of 

waiting time prediction have been implemented and compared. 

These approaches include Queueing Theory, Average time, and 

Random Forest. The experimental results indicated that the 

supervised learning algorithm, Random Forest, achieved the 

highest accuracy at 85.76% of ear nose and throat clinic dataset 

and 81.7% of Khon Kaen University post office dataset. This 

article also investigated feature importance and found that the 

number of waiting queues was the most critical feature in 

waiting time prediction. 

 
Index Terms—Machine learning, queueing theory, random 

forest, waiting time prediction. 
 

I. INTRODUCTION 

Currently, people lifestyle and activities are always in a 

rush. Thus, their time is most valuable [1]-[3]. However, 

people often have to go to some over-crowded services, such 

as excellent health clinics or post offices. These services 

usually take customers a long time in waiting before receiving 

service. To make services more convenient and timely, 

service providers set up a one-stop service which combines 

the variety of services to only one place [4]. 

Nowadays, several one-stop services, such as post offices, 

banks or restaurants have high demand among many 

customers. Many times, customers have to wait for a long 

time before being served.  Such a long waiting time is likely to 

affect customers’ satisfaction. Waiting leads to negative 

relationship between customers and the service venues, and it 

affects the first impression that the customers have toward the 

services. It is clear that the first relationship influences the 

service [1]. 

Several recent research studies have attempted to tackle the 

problem of service waiting time. Rattanapan et al. [5] 

investigated on how to reduce waiting time by using Lean 
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Thinking and ECRS techniques (Eliminate, Combine, 

Rearrange, and Simplify) and the simulation model at a dental 

clinic. They concluded that the simulation model of the dental 

clinic could reduce waiting time for the services. Kumar et al. 

[6] designed an algorithm for waiting time prediction by using 

the average time of outpatient treatment, the implemented 

web-based and mobile application, and the algorithm for 

waiting time prediction. However, there was no experimental 

result reported. Rarh et al. [7] implemented the system to 

solve the problem of the waiting time of the restaurant table 

reservation by using time-series prediction. The system would 

inform waiting time to customers and help the provider to 

manage services more efficiently. However, there was no 

waiting time prediction accuracy reported. Carvalho et al. [8] 

developed a system for waiting time prediction of a store by 

using time-series prediction with Linear Regression technique 

and the features of the store service. The above discussed 

related work had approaches to solve the problem by using the 

simulation, the calculation of the past average time, or using 

time-series prediction. This proposed article differs from such 

related work by using classification. We chose classification 

instead of regression because it would take an excessively 

large amount of training data to predict waiting time in a 

regression manner. 

One of the early work that also employed classification 

technique was the work proposed by Mourão et al. [9] which 

proposed the four techniques that included Queueing Theory, 

Deep Learning, Gradient Boost Machine, and Random Forest 

for predicting the waiting time of a bank, but the features that 

built the predictive model were specific to the bank services. 

Although most of the studies [6]-[8] implemented the 

system for waiting time prediction, but they did not study 

some critical features affecting waiting time prediction, such 

as the number of waiting customers. On the other hand, the 

most recent work [9] applied some features for the waiting 

time classification. However, their work could only apply to 

only banks in Brazil, not any other services. Furthermore, 

their prediction result was whether the waiting time was above 

the certain threshold or not.  Notifying the waiting time range 

would be more useful and preferable. 

This article proposes an algorithm for waiting time 

prediction of any one-stop service by using general features 

that are not specific to any particular service. To the best of 

our knowledge, our article is the first that studies and reports 

the feature importance in the predictive model for waiting 

time of one-stop service. 

The rest of the article is organized as follows: Section II 

describes the background of this study, Section III explains 

the methodology in preparing data and the waiting time 

prediction, and the experimental results are presented and 

analyzed in Section IV. Finally, the conclusions are drawn in 

Section V. 
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II. BACKGROUND 

The study investigated three approaches for solving 

waiting time in one-stop service problem. These approaches 

included Queueing Theory, Average Time, and Random 

Forest. We chose to study these approaches because 

Queueing Theory is a traditional method of the prediction of 

waiting time, Average Time is a quick and easy calculation 

method, and Random Forest is a classification method that 

learns data to build the prediction model. 

A. Queueing Theory 

Queueing theory is a mathematical study of service systems 

and waiting time of queues in a waiting line. Because the 

system has the limited resources, all customers cannot enter 

the services at the same time. Therefore, the waiting queues 

are created [10]. In queue discipline, the service orders 

include first come first served (FCFS), last come first served 

(LCFS), random selection for service (RSS), priority ordering 

(PRI), and general discipline (GD) [9]. 

According to Erdelić et al. [10], queue model has been 

explained using three factors, namely, A/S/c where A denotes 

the arrival distribution, S denotes the service distribution, and 

c denotes the number of services. 

The case study in this article, the queue discipline is FCFS, 

and the queue system is M/M/c. Erdelić et al. [10] described 

that M/M/c is the multi-server system where M is an 

exponential distribution of arrival and service, respectively, 

and c is the number of multi-services. 

For M/M/c queue system, the Utilization Factor (U) is a 

ratio of arrival, service rate, and service point number (2), 
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where the mean arrival rate (λ) is the number of customers 

arriving at the service point in one minute, the mean service 

rate (µ) is the number of customers receiving the service in 

one minute, and c is the number of service point at the time 

[10]. 

Erdelić et al. [10] reported that if U < 1, the system is 

stationary. The measurement of the effectiveness of the queue 

system can be computed as follows: 

The probability of no customers in the system (
0P ) can be 

computed by using Equation (3). 
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The average number of customers in queue for service (
qL ) 

can be computed by using Equation (4). 
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The average waiting time of customers in queue for service 

(
qW ) can be computed by taking (

qL ) divide by (λ) as 

illustrate in Equation (5). 
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B. Average Time 

The arithmetic mean is the sum of all interested values 

divided by the number of values [11]. In the case of time 

statistics, it is called average time. 

For the average waiting time, Average Time (AT) can be 

calculated by waiting time and the number of customers, 
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where iw  denotes the waiting time of the ith customer, and n 

is the number of customers. 

C. Random Forest 

Supervised learning algorithms are machine learning 

methods that train data to create the model for prediction as 

regression or classification. In the classification,  Random 

Forest is one of the supervised learning algorithms 

recommended for building the predictive model because of its 

high performance and speed [12]. 

Random Forest is a classification that includes decision 

trees and ensemble. To combine two algorithms as shown in 

Fig. 1, a decision tree is an algorithm that divides the data by 

attributing and building a tree to classify the category of an 

instance. An ensemble is a classification that divides the data 

for creating models and integrates the outcome prediction of 

each model as the class of an instance. In addition, Random 

Forest divides the data by randomly dividing the features for 

creating the models [9], [13]. 

 

 
Fig. 1. The random forest model. 

 

In Random Forest, there is the feature importance 

technique in which mean decrease accuracy is used to 

evaluate the predictive error and feature significance [14], 

[15]. 

 

III. METHODOLOGY 

A. System Overview 

The process of waiting time prediction includes data 

preparation, building a predictive model, and evaluation of 

predicted outcome as follows in Fig. 2. 
From Fig. 2, the flowchart shows the order of the process of 

waiting time prediction. After datasets were cleaned, the 

datasets were randomly split into training and testing dataset. 

Random Forest used training dataset to build a predictive 

model for classification the waiting time class. Finally, the 

accuracy of three algorithms: Queueing Theory, Average 
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Time and Random Forest was tested by waiting time 

prediction of the testing dataset. 

 

 

 
Fig. 2. The flowchart of waiting time prediction. 

 

B. Data Preparation & Analysis 

The first data of this study is the queue logs of Khon Kaen 

University post office from October 16 to November 17, 2017. 

Based on a mobile application, 3,480 records of data were 

collected. 

The second data of this study is the queue logs of the ear 

nose and throat clinic, Srinagarind Hospital affiliated to the 

Faculty of Medicine of Khon Kaen University from June 29 to 

August 28, 2018. The data were collected 1,348 records by 

the queue management system of the clinic. 

The data cleansing process included the elimination of 

attributes that were not used to build predictive models.  The 

waiting time type classification from waiting duration in 

service was shown in Table I and II. 

 
TABLE I: THE WAITING TIME CLASSES OF KHON KAEN UNIVERSITY POST 

OFFICE DATASET 

Classes Duration (Seconds) 

Very short 0 - 60 

Short 60 - 120 

Medium 120 - 240 

Long 240 - 480 

Very long > 480 

 

Table I shows the waiting time classes that were classified 

from the waiting queue duration. The waiting time between 0 

and 60 seconds was considered to be very short, the waiting 

time between 60 and 120 seconds considered short, and so on. 

We divided the waiting time class from the min (2 seconds), 

max (625 seconds), average (69 seconds), and standard 

deviation (96.3 seconds) values of the waiting queue duration 

for the waiting time class of the Khon Kaen University post 

office dataset. 

 
TABLE II: THE WAITING TIME CLASSES OF EAR NOSE AND THROAT CLINIC 

DATASET 

Classes Duration (Minutes) 

Very short 0 - 20 

Short 20 - 40 

Medium 40 - 60 

Long 60 - 80 

Very long > 80 

 
TABLE III: THE STATISTICS OF WAITING TIME CLASSES OF KHON KAEN 

UNIVERSITY POST OFFICE DATASET 

Classes Number of Records Percentage 

Very short 2,280 65.52 

Short 521 14.97 

Medium 468 13.45 

Long 174 5 

Very long 37 1.06 

 
TABLE IV: THE STATISTICS OF WAITING TIME CLASSES OF EAR NOSE AND 

THROAT CLINIC DATASET 

Classes Number of Records Percentage 

Very short 723 53.64 

Short 379 28.12 

Medium 123 9.12 

Long 87 6.45 

Very long 36 2.67 

 
TABLE V: THE ATTRIBUTES OF DATASETS 

Features Description / Type 

Number 
The queue number / Nominal – e.g., 1, 

101, or 2001. 

Shift 
The period of the day / Nominal: 

{morning, afternoon} 

Queue Type 

The type of queue which customers have 

been served / Nominal: {mail, parcel, 

mail and parcel} or {yellow, purple, light 

green, white, pink, dark green, blue, 
general, sky blue, elderly people, orange} 

Service Point 
The customer service point / Nominal: 

{1, 2, 3, 4} or {1, 2} 

Created Queue Hours 
The hours when the customer started 

waiting / Timestamp: {HH} 

Created Queue Day of 

Week 

The day of week when the customer 

entered service / Nominal: {Monday, 

Tuesday, Wednesday, Thursday, Friday} 

Waiting Duration 
The service waiting time / Numeric 

(Seconds or Minutes) 
Number of Waiting 

Queue 

The number of customers who were 

waiting for services / Numeric (Queues) 

Arrival Rate 
The customer arrival rate at the time / 

Numeric (customer per minute) 

Service Rate 
The customer service rate at the time / 

Numeric (customer per minute) 

Waiting Time Class 

The target attributes are classified from 

waiting time duration / Nominal: {very 

short, short, medium, long, very long} 

 

Table II shows the classification of waiting time classes 

from the waiting queue duration. The waiting time between 0 

and 20 minutes was considered to be very short, the waiting 

time between 20 and 40 minutes considered short, and so on. 

The waiting time classes were divided from the min (2 
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minutes), max (113 minutes), average (25 minutes), and 

standard deviation (20 minutes) values of the waiting duration 

of the ear nose and throat clinic dataset. 

The data analysis in this section was considered a statistics 

of queue pattern as shown in Table III and IV. 

The statistics of waiting time classes are shown in Table III. 

For Khon Kaen University post office dataset, the waiting 

time classes were classified from the waiting duration of the 

3,480 records. The percentages of records in the five waiting 

time classes are as follows: very short 65.52%, short 14.97%, 

medium 13.45%, long 5%, and very long 1.06%. 

Table IV shows the statistics of waiting time classes. the 

waiting duration of the ear nose and throat clinic dataset was 

classified to waiting time classes. The percentages of records 

in the five waiting time classes are as follows: very short 

53.64%, short 28.12%, medium 9.12%, long 6.45%, and very 

long 2.67%. 

The models were built from the features as shown in Table 

V. Only Average Time used the waiting time feature (Waiting 

Duration) for finding the arithmetic average. 

C. Waiting Time Prediction 

The datasets of this study were randomly split into two 

datasets: training (70%) and testing (30%) dataset. The Khon 

Kaen University post office dataset has training dataset: 2,436 

records and testing dataset: 1,044 records. The ear nose and 

throat clinic dataset has training dataset: 943 records and 

testing dataset: 405 records. 

 

 
Fig. 3. The queue system diagram of Khon Kaen University post office. 

 

For the waiting time prediction of Queueing Theory, the 

dataset is an M/M/c queueing system where c is the number of 

service points that can be run at the same time. The queueing 

system of Khon Kaen University post office is shown in Fig. 3. 

We considered variables following the equation (1)-(4) for 

predicting the waiting queue time. The waiting times were 

predicted by Equation (5) using the arrival rate and the 

average of customers in the queue from (4). 

The queueing system of ear nose and throat clinic dataset is 

an M/M/c queueing system where c is two service points 

following Fig. 4. We considered variables following the 

equation (1)-(5) for predicting the waiting queue time. 

Another method for predicting the waiting time is the 

calculation of the average waiting time in each day and hours. 

For the dataset of the study, the waiting time prediction 

followed the Equation (6), with the data divided into each day 

and time period to find the average of the waiting time. 

 

 
Fig. 4. The queue system diagram of ear nose and throat clinic. 

 

The classification of Random Forest used R language to 

build a predictive model. The waiting duration was excluded 

from the training dataset for creating a model based on 

Random Forest because the classification used the waiting 

time as the target attribute. The waiting time duration was 

only used for calculating the average waiting time. 

To find the most effective Random Forest model with a 

dataset, we experimented algorithm in the training model by 

configuring the number of trees from 100 to 500, by 50 to find 

out the most optimal number of trees. The values of other 

parameter settings were default values in the library provided 

in R language. 

 

IV. EXPERIMENTAL RESULTS 

The experimental results include the accuracy of three 

methods and feature importance of attributes affecting the 

waiting time prediction. 

A. Accuracy 

 
TABLE VII: THE ACCURACY OF KHON KAEN UNIVERSITY POST OFFICE 

DATASET 

Methods Accuracy (%) 

Queueing Theory 65.23 

Average Time 64.94 

Random Forest 81.70 

 

For the accuracy evaluation of Queueing Theory and 

Average Time, the accuracy is computed based on the 

predicted time and the waiting time class as in Table I and II. 

On the other hand, Random Forest accuracy is reported based 

on the output from a function in the randomForest library in R 

language. The accuracy of three methods are shown in Table 

VII and VIII. 

Table VII shows the precisions of the three methods from 

the Khon Kaen University post office dataset. Average Time 

has the least accuracy at 64.94%, Queueing Theory has the 

better accuracy at 65.23%, and Random Forest is the most 

effective model with a precision of 81.70%, and the number 

of trees is 450 trees. 
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TABLE VIII: THE ACCURACY OF EAR NOSE AND THROAT CLINIC DATASET 

Methods Accuracy (%) 

Queueing Theory - 

Average Time 68.89 

Random Forest 85.76 

 

The precisions of the three methods are shown in Table 

VIII. Queueing Theory was not applied to waiting time 

prediction of ear nose and throat clinic dataset, Average Time 

has the least accuracy at 68.89%, and Random Forest is the 

most effective model with a precision of 85.76%, and the 

number of trees is 250 trees. 

Regarding the accuracy when using Queueing Theory, we 

consulted variables following the equation (1)-(5) for the 

waiting queue time prediction. The Utilization Factor (U) was 

found more than 1 from the rate of arrival rate (λ), service rate 

(µ), and c. Based on the results, the waiting time will tend to 

infinity and the queueing system is not stationary. Queueing 

Theory cannot be applied to the ear nose and throat clinic 

dataset because the queueing system and queue priority are 

complex and the service pattern is irregular. 

From Table VII and VIII, Random Forest model achieves 

the highest accuracy because Random Forest is a supervised 

learning algorithm that differs from Queueing Theory and 

Average Time which are based on mathematical formulas. 

B. Feature Importance 

In Random Forest model, feature importance is 

investigated to find out the features that affect the outcome 

prediction the most.  

The essential features that were used for prediction of 

waiting time in one-stop service are illustrated via the mean 

decrease accuracy graph. The mean decrease accuracy graph 

shows the value of the features that are probably the primary 

cause of accuracy in prediction. 

 

 
Fig. 5. The mean decrease accuracy of Khon Kaen University post office 

dataset. 

 

From Fig. 5, for Khon Kaen University post office dataset, 

the number of waiting queues is the most effective feature in 

the classification of the waiting time. The next essential 

features are the arrival rate, the queue number of waiting time 

each day, the service rate, the created queue of the week, and 

the created queue in hours, respectively. On the other hand, 

the shift period of the day is less relevant to the queue system. 

The least significant features are the service point and queue 

type. 

From Fig. 6, for ear nose and throat clinic dataset, the most 

effective feature in the waiting time classification is the 

number of waiting queues. The next significant features are 

the service rate, the arrival rate, the created queue of the week, 

the created queue in hours, the queue number of waiting time 

each day, and queue type, respectively. On the other hand, the 

service point is less relevant to the queue system. The least 

significant feature is the shift period of the day. 
 

 
Fig. 6. The mean decrease accuracy of ear nose and throat clinic dataset. 

 

From the feature important of both datasets, the number of 

waiting queues is the most important feature of classification 

and building the predictive model because the number of 

waiting queues is the feature that indicates the quantity of the 

service at the time. The features that show the difference of 

the service pattern, queueing system, and queue priority 

between the Khon Kaen University post office and the ear 

nose and throat clinic are the next importance features of each 

dataset. The arrival rate and queue number of the Khon Kaen 

University post office dataset indicate the service has the 

fixable pattern. The service and arrival rate of the ear nose and 

throat clinic dataset show that the waiting time of the 

queueing system depends on the service rate of service 

providers and the service pattern is not fixable. 

 

V. CONCLUSION 

The article proposes and evaluates the model for the 

waiting time prediction in one-stop services. Three 

approaches have been implemented and compared including 

Queueing Theory using M/M/c pattern, Average Time 

prediction, and Random Forest algorithm. Based on the 

experimental results, the method that achieves the highest 

accuracy is Random Forest algorithm: ear nose and throat 

clinic dataset which results in the accuracy of 85.76% and 

Khon Kaen University post office dataset which results in the 

accuracy of 81.70%. The most important feature of both 

datasets is the number of waiting queues. 

In the future, the researchers are interested to use other 

datasets of one-stop service and study new features, such as 

the weather that may affect waiting time prediction. 
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