
 

Abstract—This article proposes a new gravitational 

coefficient function of the gravitational search algorithm 

(GSA). Since the function concerns to the performance of GSA, 

we investigate its characteristic which influences the algorithm 

on global search performance. The novel function is compared 

to a former function in literature on four benchmark functions 

which incorporated of both unimodal landscape functions and 

multimodal landscape functions. The experimental results 

show that the proposed gravitational coefficient function 

outperforms the conventional one. The proposed function also 

shows that it works well on multimodal landscape functions. 

By balancing between exploration phase and exploitation 

phase, the slow convergence rate is compensated by the better 

solutions.  

 

Index Terms—GSA,  metaheuristics, optimization problems, 

search performance. 

 

I. INTRODUCTION 

As the Newtonian law of motion states: “Every particle in 

the universe attracts every other particle with a force that is 

directly proportional to the product of their masses and 

inversely proportional to the square of the distance between 

them” [1], Rashedi et al. [2] proposed a novel 

metaheuristics based on the Newton’s law of universal 

gravitation, named Gravitational Search Algorithm (GSA). 

Since the debut of the seminal article, there are a number of 

reports about exploiting GSA on many circumstances: such 

as data analysis [3], energy and renewable energy 

management [4]-[6], irrigation management [7], robot path 

planning [8], and logistics management [9]. 

Besides, the algorithm itself also has been improved in 

order to cope with particular problems and better 

performances. Yazdani et al. [10] improved the 

conventional GSA by dividing the whole swarm (masses) 

into many sub-swarms and also proposed three strategies for 

maintaining the communication between sub-swarms. The 

authors showed that the new approach outperformed 

competitive algorithms on multimodal functions. Eldos and 
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Al Qasim [11] adapted the transition functions for seeking a 

better balance between exploration and exploitation. The 

proposed method was compared with a genetic algorithm 

(GA). The results showed that its performance dominated 

the performance of GA. Nevertheless, the author did not 

discuss the benefits of their improved methods against the 

conventional GSA.  

Yin et al. [12] improved the gravitational search 

algorithm (GSA) with crossover operation, it is briefly 

called CROGSA. The algorithm executes the crossover 

based search scheme to update the position of each solution. 

The proposed method cultivated the performance of 

crossover technique to explore the global optimal solution 

which encouraged the algorithm’s performance. 

Experimentally, the algorithm was better than other 

optimization approaches. Furthermore, this algorithm is 

suitable for complex optimization problems. 

Khatibinia, & Khosravi [13] improved gravitational 

search algorithm and orthogonal crossover (IGSA-OC). The 

algorithm was verified the efficiency, by benchmarking 

functions in literatures. The solutions of the IGSA-OC were 

compared to those of the conventional gravitational search 

algorithm (GSA), another improved gravitational search 

algorithm (IGSA), and particle swarm optimization (PSO). 

The results substantiated that the proposed IGSA-OC 

significantly performed better than the conventional GSA, 

IGSA and PSO. 

Xiao et al. [14] combined the gravitational search 

algorithm (GSA) and particle swarm optimization (PSO) to 

solve a problem of green-based partner selection. The 

improved method falls into hybridization techniques by 

adopting a co-evolutionary technique of PSO to GSA, 

named I-GSA/PSO. The computational experiments showed 

that I-GSA/PSO yielded better solutions than other 

competitive ones; especially, on both conventional GSA and 

PSO.  

Even there are a number of fancy GSA variants, we are 

interested by the impact and performance of gravitational 

coefficient function of GSA. In this study, we propose a 

novel gravitational coefficient function in order to enhance 

the GSA’s performance on global search. The reset of this 

article is organized as follows. Section II described the 

conventional gravitational search algorithm and its 

procedure. The conventional gravitational coefficient 

function is also presented in this section. Our proposed 

gravitational coefficient function is described in Section III, 

where we also explain the idea of us on this new function. 

Section IV illustrates the performance of the proposed 

function by a computational experiment. The results are 

compared and discussed in Section V. Finally, the 

conclusion is drawn in Section VI. 
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II. THE CONVENTIONAL GSA 

The gravitational search algorithm is a kind of population 

based stochastic search algorithm which was first proposed 

by Rashedi et al. [1], [2]. The method is based on Newton’s 

theory. As mentioned, Newton’s law states that every 

particle (mass) attracts another particle by means of some 

gravitational force. Technically, in GSA, each particle has 

associated with four attributes: particle position, its inertial 

mass, active gravitational mass, and passive gravitational 

mass. The particle’s position gives us the solution of a 

problem while fitness function is used to calculate the 

gravitational and inertial masses [15]. 

Step by step procedure of Gravitation Search Algorithm 

is given below and Fig. 1 shows the process flow of GSA: 

Step 1: Identification of search space. 

Step 2: Generate initial population. 

Step 3: Evaluate fitness function for each particle in 

population. 

Step 4: Update the gravitational coefficient value. 

 

𝐺 𝑡 = 𝐺 𝐺0 , 𝑡 , 
 

Best 𝑡 = min
𝑖∈{1,…,𝑁}

𝐹𝑖𝑡𝑖(𝑡) 

 

Worst 𝑡 = max
𝑖∈{1,…,𝑁}

𝐹𝑖𝑡𝑖(𝑡) 

 

Step 5: Calculate the total force in different direction (𝑀𝑖) 

and acceleration (𝑎𝑖) by using: 

 

𝑀𝑖 𝑡 =
𝑚 𝑖(𝑡)

 𝑚 𝑖(𝑡)
𝑁
𝑗=1

, where 𝑚𝑖 =
𝐹𝑖𝑡𝑖 𝑡 −Worst (𝑡)

Best  𝑡 −Worst (𝑡)
 

 

𝑎𝑖
𝑑 𝑡 =

𝐹𝑖
𝑑 (𝑡)

𝑀𝑖𝑗 (𝑡)
, 

 

where 𝐹𝑖
𝑑 𝑡 =  𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗

𝑑(𝑡)𝑁
𝑗=1,𝑖≠𝑗  and 𝐹𝑖𝑗

𝑑 𝑡 =

𝐺(𝑡)
𝑀𝑎𝑗 (𝑡)

𝑅𝑖𝑗  𝑡 +𝜀
 𝑥𝑗

𝑑 𝑡 − 𝑥𝑖
𝑑(𝑡)  

where 𝑀𝑎𝑗  is the active gravitational mass related to agent 𝑗, 

𝜀 is a small constant, 𝑅𝑖𝑗  is the Euclidian distance between 

agent 𝑖 and 𝑗 and 𝑟𝑎𝑛𝑑𝑗  is a uniform random variable in the 

interval [0,1].  
Step 6: Update the particle velocity and position. Velocity 

and position of a particle is calculated by the following 

equations: 

 

𝑣𝑖
𝑑 𝑡 + 1 = 𝑟𝑎𝑛𝑑𝑖 × 𝑣𝑖

𝑑  𝑡 + 𝑎𝑖
𝑑(𝑡), 

 

𝑥𝑖
𝑑 𝑡 + 1 = 𝑥𝑖

𝑑 𝑡 + 𝑣𝑖
𝑑(𝑡 + 1), 

 

where 𝑟𝑎𝑛𝑑𝑖  is a uniform random variable in the interval 

[0,1]. 
Step 7: Repeat step 3 through step 6 until the stopping 

criteria is met. 

In our study, we are interested by the gravitational 

coefficient function, 𝐺(𝑡) , in step 4 which is the time 

varying function. We will introduce a new concept of the 

time varying gravitational coefficient function and illustrate 

its performance by computational experiments. 

From the seminal article of GSA [1], the gravitational 

coefficient function, 𝐺(𝑡), is a decreasing function as shown 

in (1). 
 

𝐺 𝑡 = 𝐺 𝑡0 ×  
𝑡0

𝑡
 
𝛽

,𝛽 < 1                       (1) 

 

where 𝐺(𝑡0) is the value of the gravitational constant at the 

first cosmic quantum-interval of time 𝑡0. 𝐺(𝑡) is the value 

of the gravitational constant at time 𝑡 [16]. Fig. 2 shows the 

values of 𝐺(𝑡) when 𝑡 is varied. 
 

 
Fig. 1. The procedure of conventional GSA. 

 

III. THE PROPOSED 𝐺 𝑡  FUNCTION 

As mentioned earlier, we are interested by the 

gravitational coefficient function in which we will approach 

it in different perspective of thinking. As shown in Fig. 2, 

the function gives the value of 𝐺(𝑡)  in decreasing line. 

However, if the search procedure is divided into two phases, 

we suspect that the 𝐺(𝑡) should be small at the first phase 

and be large in the second phase. The reason behind this 

idea is that the agents should perform the exploration over 

the search space, and they should perform the exploitation 

over the best solution so far. 

As a result, we deploy an exponential function based on 

the conventional gravitational coefficient function, as 

shown in (2).  
 

𝐺 𝑡 = 𝐺 𝑡0 𝑒𝑥𝑝
 𝑡/𝑇 𝛽                              (2) 

 

where 𝑡 is the present iteration number, 𝑇 is the maximum 

iteration number, and 𝛽 is the constant number. 

Identification of search space 

Generate initial population 

Evaluate fitness function for each particle 

Update 𝐺 𝑡 ,𝐵𝑒𝑠𝑡 𝑡 ,𝑊𝑜𝑟𝑠𝑡(𝑡) 

Calculate 𝑀𝑖(𝑡) and 𝑎𝑖
𝑑(𝑡) 

Update 𝑣𝑖
𝑑(𝑡 + 1) and 𝑥𝑖

𝑑(𝑡 + 1) 

Meet the stopping criteria? 

No 

Calculate 𝑀𝑖(𝑡) and 𝑎𝑖
𝑑(𝑡) 

Yes 
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Refer to (2), the equation is an increasing function of 𝑡 
and the characteristic of the function depends on the value 

of 𝛽. Fig. 3 shows the characteristic of the function based 

on different value of 𝛽. According to Fig. 3, the function 

closes to linear function when 𝛽 approaches to zero. Besides, 

the function closes to nonlinear increasing function when 𝛽 

gets larger number; and, this characteristic is in our 

intention. 

 
Fig. 2. 𝐺(𝑡) value of conventional function. 

 

 
Fig. 3. 𝐺(𝑡) value of the proposed function. 

 

IV. COMPUTATIONAL EXPERIMENTS 

In this section, we conduct the experiments in order to 

verify the performance of GSA based on the differences of 

gravitational coefficient functions. We perform the 

numerical experiments on four nonlinear benchmark 

functions, which consist of both unimodal and multimodal 

optimization problems. For the computational test purpose, 

all gravitational coefficient functions are written in VBA 

and executed on PC with Intel Core i5-7200U CPU @ 2.50 

GHz processor and 8 GB RAM. 

A. Benchmark Functions 

Four benchmark functions in literature are selected. They 

can be divided into two categories; unimodal landscape 

functions and multimodal landscape functions. The 

unimodal landscape function in this study consists of 

Rosenbrock function while the multimodal landscape 

functions consist of Three-hump camel function, Griewank 

function, and Butterfly function. Theoretically, the 

multimodal landscape functions are not easy to find the 

global optimal solutions. Furthermore, it also depends on 

the starting point of the search. In this study, the starting 

points are generated randomly. Moreover, we test them on 

two dimensional function only, for the sake. Table I and 

Table II show the detailed formula of the functions, its 

search space boundary for this study, and their optimal 

solutions. 

Table II shows the optimal solutions of the benchmark 

functions. Fig. 4-Fig. 7 illustrate two dimensional landscape 

to the benchmark functions of this study. 

 
TABLE I: TEST FUNCTIONS 

Function 

name 
Description 

Search 

Range 

Rosenbrock 𝑓 𝑋 = 100 𝑥2 − 𝑥1
2 2 +  1− 𝑥1 

2  −10,10 2 

Three-hump 

camel 
𝑓 𝑋 = 2𝑥1

2 − 1.05𝑥1
4 +

𝑥

6
+ 𝑥1𝑥2 + 𝑥2

2  −10,10 2 

Griewank 𝑓 𝑋 =
 𝑥1

2 + 𝑥2
2 

4000
− cos 𝑥1 cos  

𝑥2

 2
 + 1  −600,600 2 

Butterfly 𝑓 𝑋 =
 𝑥1

2 − 𝑥2
2 sin(𝑥1 + 𝑥2)

 𝑥1
2 + 𝑥2

2 
  −400,800 2 

 
TABLE II: OPTIMAL SOLUTIONS OF THE TEST FUNCTIONS 

Function  

name 

Optimal Solution 

 𝑓(𝑋∗) (𝑥1
∗,𝑥2

∗) 

Rosenbrock 0 (1.1) 

Three-hump camel 0 (0,0) 

Griewank 0 (0,0) 

Butterfly -1 (−0.74775, 341.5874) 

 

 
Fig. 4. Rosenbrock function. 

 

 
Fig. 5. Three-hump camel function. 

 

 
Fig. 6. Griewank function. 

𝐺 𝑡0 ×  
𝑡0
𝑡
 
𝛽

 

𝐺 𝑡0 𝑒𝑥𝑝
 𝑡/𝑇 𝛽  

𝛽 = 1 
𝛽 = 2 

𝛽 = 3 
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Fig. 7. Butterfly function. 

B. Parameter Settings 

The setting of parameters is significant for a 

computational experiment. We started with the literature 

review and conducted preliminary experiments.  

For the conventional 𝐺(𝑡) function: 𝑡0  equals 1000, 𝛽  = 

0.01, and 𝐺(𝑡0) = 100. For the proposed 𝐺(𝑡) function: 𝑇 

equals 1000, 𝛽  = 2, and 𝐺(𝑡0)  = 100. Additionally, the 

number of agents N is 50. As GSA falls into stochastics 

searching technique, we executed each combination of 

experiment for 30 independent runs in order to eliminate 

random discrepancy. 

 

V. RESULTS AND DISCUSSION 

A. Experimental Results 

All of the test results in terms of the mean optimal 

solutions and its standard deviation are summarized in 

Table III. The best results between two gravitational 

coefficient functions for each benchmark function are 

underlined. As shown in the table, the proposed 𝐺(𝑡) 
function outperforms the conventional one on all 4 

benchmark functions. It yields the results closer to the 

optimal solution on both unimodal landscape function and 

multimodal landscape functions. Furthermore, it also yields 

the lower uncertainty of the results. This means that the 

proposed 𝐺(𝑡)  is more reliable on the search course. 

However, statistically, we cannot claim that the proposed 

𝐺(𝑡)  is better than the conventional 𝐺(𝑡)  because it 

concerns to the uncertainty of the results. Thus, we need to 

conduct a post-hoc analysis by using a statistical technique. 
 

TABLE III: EXPERIMENTAL RESULTS 

Function name 
Conventional 𝐺 𝑡  Proposed 𝐺(𝑡) 

Mean Std. Mean Std. 

Rosenbrock 1.190 1.590 0.510 0.676 

Three-hump camel 0.485 0.252 0.107 0.026 

Griewank 2.230 1.400 0.261 0.192 

Butterfly -0.9983 0.0014 -0.9998 0.0001 

 

B. Statistical Test 

As the metaheuristics methods are based on a stochastic 

search procedure, their results are varied and founded by the 

chance; accordingly, in order to verify the performance 

systematically, we need to conduct a statistical method for 

attesting them. In this study, we deploy the two-sample t-

Test with 𝛼 = 0.05 for each test function because there is 

only one factor, the gravitational coefficient function 𝐺(𝑡). 
The hypothesis testing is stated as below.  

 

𝐻0:  The conventional 𝐺(𝑡)  is not different from the 

proposed 𝐺(𝑡) 
𝐻1: The conventional 𝐺(𝑡) is different from the proposed 

𝐺(𝑡) 
 

The statement of the hypothesis testing above is called 

two-tail hypothesis test. By using a statistics package, we 

found that on all benchmark functions, the proposed 𝐺(𝑡) 
function is significantly difference from the conventional 

𝐺(𝑡) function. The detailed test values and the decisions are 

drawn in Table IV. 

TABLE IV: STATISTICAL TEST (TWO-TAIL TEST) 

File name 
T-Sample T-Test 

T-Value P-Value DF Decision 

Rosenbrock 2.150 0.035 58 Reject 𝐻0 

Three-hump camel 7.130 0.000 58 Reject 𝐻0 

Griewank 7.630 0.000 58 Reject 𝐻0 

Butterfly 5.340 0.000 58 Reject 𝐻0 

 

Furthermore, in order to have a strong conclusion on the 

statistical testing, we deploy one-tail hypothesis test. The 

hypothesis statement is stated as below. 

 

𝐻0: The proposed 𝐺(𝑡) equals the conventional 𝐺(𝑡) 
𝐻1: The proposed 𝐺(𝑡) is less than the conventional 𝐺(𝑡) 

 

Again, the statistics package is used. The results and 

decisions are drawn in Table V. We could claim that the 

proposed gravitational coefficient function enhances the 

performance of GSA over the conventional gravitational 

coefficient function. 
 

TABLE V: STATISTICAL TEST (ONE-TAIL TEST) 

File name 
T-Sample T-Test 

T-Value P-Value DF Decision 

Rosenbrock -2.150 0.018 58 Reject 𝐻0 

Three-hump camel -7.130 0.000 58 Reject 𝐻0 

Griewank -7.630 0.000 58 Reject 𝐻0 

Butterfly -5.340 0.000 58 Reject 𝐻0 

 

C. Convergence Characteristics 

We are interested to observe the convergence behavior on 

both gravitational coefficient functions in order to 

understand their characteristics. Fig. 8 shows that on the 

Rosenbrock function, the conventional 𝐺(𝑡)  converges to 

the optimal value faster than the proposed 𝐺(𝑡). However, 

the conventional one tends to be premature. It could not do 

the exploitation phase considerably; while, the proposed one 

could exploit the search satisfactorily. 

The ability of exploitation in the second phase is manifest 

on the multimodal landscape functions. Fig. 9, Fig. 10, and 

Fig. 11 show the ability of the proposed 𝐺(𝑡) of this study. 

While the solutions founded by the conventional 𝐺(𝑡) stuck 

at some points of the search space, the proposed 𝐺(𝑡) could 

conduct the fine search and yield the better solution 

continuously. 
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Fig. 8. Convergence characteristics on Rosenbrock function. 

 

 
Fig. 9. Convergence characteristics on Three-hump camel function. 

 

 
Fig. 10. Convergence characteristics on Griewank function. 

 

 
Fig.  Convergence characteristics on butterfly function. 

 

VI. CONCLUSION 

We proposed a novel gravitational coefficient function, 

𝐺(𝑡). The function is essence on the step of the calculation 

of acceleration in Gravitational Search Algorithm (GSA). 

The proposed function is based on the idea of the 

exploration and the exploitation search phases. We 

proposed an exponential-like function which the value of 

𝐺(𝑡) grow slowly in the first phase; then, it grows rapidly in 

the second phase. This enhances the search procedure 

conducts an exploration and then an exploitation 

systematically. 

The proposed function was verified on four benchmark 

functions which consist of both unimodal landscape 

function and multimodal landscape functions. By 

comparing to the performance of the conventional 𝐺(𝑡), we 

found that the proposed 𝐺(𝑡) outperformed the conventional 

one. We also analyzed the results statistically. This could 

affirm that the novel function enhances the performance of 

GSA evidently. Moreover, we observed the convergence 

characteristics on both 𝐺(𝑡) functions. We found that the 

proposed 𝐺(𝑡)  has slow convergence rate; however, the 

problem of premature convergence is avoidable. For the 

future research, we are interested to investigate the 

gravitational coefficient functions mathematically and prove 

it rigorously. More benchmark functions and more 

comparison tests are required. 
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