
 

 

Abstract—Feature extraction is one of the processes in 

pattern recognition systems. It is the procedure of selecting the 

best possible subset of input features from a high dimensional 

problem space and transforming them into a lower dimensional 

space. Mathematically, feature extraction can be perceived as 

dimensionality reduction problem. Kohonen’s self-organizing 

map (SOM) is an unsupervised learning approach in which a 

group of neurons regularly adjusts their basic structure as a 

function of its experience and environment. Preliminary 

research reported that neighbourhood functions is one of the 

necessary parameters that influence the results. The 

neighbourhood size refers to the region covered by the activated 

neighbouring neurons in relation to the winner neuron in each 

iteration of learning. This study aims to evaluate the 

implementation of SOM in image feature extraction. Different 

neighbourhood size value was tested in the SOM learning 

process to observe the quality of the extracted feature. Gaussian 

neighbourhood function was applied to the SOM-based feature 

extraction in current study. This study also compared the 

feature extraction performance of different neighbourhood 

functions. Experimental results show that the resulting feature 

loses its details as the neighbourhood size increases. Gaussian 

neighbourhood function gives more significant extracted 

feature. 

 
Index Terms—Feature extraction, Gaussian neighbourhood 

function, high dimensionality, self-organizing map (SOM). 

 

I. INTRODUCTION 

A statistical pattern recognition system can be divided into 

three modules: preprocessing, feature extraction and 

classification (Fig. 1) [1]. Preprocessing module removes 

noise data from the object of interest. Normalization is 

conducted on the datasets to ensure that the result of image 

analysis in later stage is independent of the parameters' 

variation. Feature extraction module discriminates the class 

memberships (pattern) of the datasets. Mathematically, this 

module transfers the pattern from a n-dimensional data space,  
nRX   into a low dimensional feature space, dRf  . 

Classification module defines decision boundaries in the 

feature space in order to map the observed object to its 
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respective class.  

The current study focuses on the feature extraction module. 

There are two steps on feature extraction: feature construction 

and feature selection [2]. Feature construction is the process 

of modeling the problem space. It identifies the key attributes 

that form the observed novel object. For a visual object such 

as image, the attributes are pixel bits that hold the value of 

RGB, colour information and the resolution of the image. The 

following step, feature selection, selects the relevant and 

discriminative feature to create the class memberships for 

classification. In a high dimensional problem space such as 

image data, feature extraction task can be challenging as many 

variables (attributes) are involved in the problem space. This 

will cause the feature model to be highly complex. The 

solution to reduce the complexity of the model is to reduce the 

dimension of the problem space. The advantages of applying 

dimensionality reduction in feature extraction are cutting 

down the computational complexity yet at the same time 

retaining the discriminative dimension in the 

multidimensional problem space. Kohonen's self-organizing 

map (SOM) has been evidenced as effective dimensionality 

reduction method in [3]-[6]. SOM is a variation of artificial 

neural network which applies unsupervised learning 

mechanism to study its residing environment. SOM has been 

widely used in clustering, predictive system and data 

compression [7]-[11]. Natita, Wiboonsak and Dusadee [12] 

reported that learning rate and neighbourhood functions are 

necessary parameters in SOM which can influence the results. 

This study evaluates the application of SOM in image feature 

extraction. The effect of applying different neighbourhood 

size value in relation to the resulting feature is observed.  

 

 
Fig. 1.  Statistical pattern recognition system adapted from Jiang (2011). 

 

II. RELATED WORK 

Some of the well-established feature extraction techniques 

are Histogram analysis, Sobel edge detection, Canny edge 

detection and grid colour moment [13]-[16]. Sobel edge 

detection looks at images as functions of intensity. A pixel is 

identified as an edge when the intensity sharply changes to its 

neighbours. The edge is a linear shape along each maximal 

changed pixel. Working on the basis of "a maximum of the 

first derivative" property, discrete differential operator is 

applied to approximate the first derivative. Canny edge 

detection improves Sobel by applying non-maxima 
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suppression to get thin lines that represents the edges [17]. 

Similar to Sobel, Canny edge detection at the first step detect 

the pixels with maximal intensity change. Canny introduces 

another path with local maxima perpendicular to the edge 

direction in the second step. The pixel with the gradient 

magnitude less than a threshold, T1 is suppressed. The later 

path stops as soon as the gradient magnitude falls below the 

second threshold, T2. The introduction of two thresholds can 

filter noise data better in order to obtain thin, clear edges. In 

recent years, machine learning is adopted in feature extraction 

such as Ant algorithms, self-organizing map and particle 

swam optimization. Some of the literature can be found in 

[18]-[21]. The use of machine learning in feature extraction 

has advantages over traditional feature extraction techniques 

in terms of robustness and automation. The learning 

mechanism enables the system itself to search towards high 

image gradient change and converge onto the strongest edges 

of the image [22]. For instance, the distributed adaptive 

thresholding in Ant algorithm removes the requirement of a 

sensitivity threshold in many traditional methods [22]. Other 

research employed dimensionality reduction methods such as 

principal components analysis (PCA) [23], [24], linear 

discriminant analysis (LDA) [25], locality preserving 

projections (LPP) [26] and their numerous variants. PCA is a 

statistical approach to discard redundant features from a 

digital image. Ng [24] applied PCA to reduce digital image 

feature. The dimension reduction process consists of four 

major steps: normalize image data, calculate the covariance 

matrix from the image data, perform Single Value 

Decomposition (SVD) and lastly locate the projection of 

image data into a new basis with the reduced features. The 

digital image is represented as distributed datasets in a 

multi-axes system. This multi-axes system is perceived as a 

multi-dimensional problem space. PCA first identifies the 

greatest variance of the dataset by obtaining its covariance 

matrix which consists of eigenvector and eigenvalue sets. 

Eigenvector with the largest eigenvalue is the direction of the 

greatest variation in the image dataset, known as the principal 

features of the image data. A new image representation with 

reduced dimension is obtained by multiplying the original 

image dataset with its principal components (eigenvector). 

Ng’s study compared the quality of the feature reduced 

images with difference variance values for the principal 

components. The results showed that PCA achieved 35.3% of 

the image file size reduction for the best acceptable human 

visual quality. However, PCA is limited to linear systems with 

uncorrelated variables. LDA is another linear dimension 

reduction method. Unlike PCA which finds the maximum 

variance of the dataset, LDA finds a set of vectors (axes) that 

maximize the separation of classes from the scattered dataset. 

LDA conducts feature selection by maximizing the difference 

between classes and minimizing the distance within classes 

[27], [28]. Since LDA involves two-level data processing 

(between-class and within-class scatter), it possess higher 

computational complexity compared to PCA.   

 

III. KOHONEN'S SELF-ORGANIZING MAP 

Proposed by Kohonen [3], self-organizing map is an 

unsupervised neural network that projects multivariate 

datasets onto a one or two-dimensional grid of neurons or 

known as map, with the purpose of discovering the pattern 

(feature) in the data. The neurons of the map can be arranged 

on either a rectangular or hexagonal lattice. Fig. 2 presents the 

architecture of a SOM neural network. The network consists 

of one input and output layer. Each input, xi in the input layer 

is connected to all output neurons in the output layer. Each 

neuron comprises a weight vector,  iwww ..., 21
 having the 

same dimensionality as the input vectors,  ixxx ..., 21
. There 

are two phases in the SOM learning process: competitive and 

cooperative. Competitive phase is the process to identify the 

Best Matching Unit (BMU), which is the neuron having the 

distance closest to the input vector. BMU is known as the 

winner neuron. Followed by cooperative phase, the weight of 

the neighbouring neurons which are close to BMU in the 

SOM lattice are then adjusted towards the input vector (Fig. 

3). For each iteration, BMU is found and the weight vectors 

for the activated neighbourhood will be updated. 

  

 
Fig. 2.  Architecture of a SOM neural network. 

 

 
Fig. 3.  Neigbouring neurons of BMU moves towards input vector. 

 

The region of the activated neighbourhood depends on the 

neighbourhood function chosen and the neighbourhood size 

defined prior to the training. The learning process continues 

until the weights connecting the input data to the neurons have 

stabilized. SOM learns both the distribution and topology of 

the input vectors. 

 

IV. SOM-BASED FEATURE EXTRACTION 

Suppose that an image is a high dimensional problem space 

as it contains a huge amount of information. Mathematically, 

an image is represented by a group of pixels arranged in the 
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form of two-dimensional matrix as shown in (1) [29]. 
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where x and y are the coordinates of the pixels in the image 

and f(x, y) is the corresponding colour or gray level depending 

on its value type. Feature extraction draws out the relevant 

information from the image data to form feature vectors. 

These feature vectors are known as class labels which is later 

used by classifiers to map the input unit with output unit in 

pattern recognition. Kohonen's self-organizing map [7] is 

applied to extract the discriminative feature from the problem 

space. The underlying principle of SOM-based feature 

extraction is that by removing the redundant data from 

problem space, the small size feature sets which contain 

discriminating information is retained. These feature sets are 

the class labels in pattern recognition. This feature extraction 

method has the potential advantage of preventing generating 

different feature codes for an object in the same class 

especially for high dimensional problem space which 

involves large amount of variables. There are four steps in 

SOM-based feature extraction: (1) parameters initialization (2) 

competitive (3) cooperative (4) feature vector construction. 

A. Parameters Initialization 

 

 
      (a)          (b) 

Fig. 4. Neuron arrangement (a) one dimensional array (b) two dimensional 

matrix lattice. 

 

The important properties that define a self-organizing map 

are the number of neurons, neurons' weight, learning rate, 

neighbourhood function and neighbourhood size. To 

implement SOM learning, the first step is to set the values for 

these properties. The neurons can be arranged in either a 

one-dimensional array or a two-dimensional matrix lattice 

(map) (see Fig. 4). To reduce data dimension, SOM applies 

the neuron array (one dimension) or map (two dimensions) to 

plot the similarity of the data by grouping the similar data 

items together. For image processing, the neurons will be 

arranged in the form of two-dimensional matrix lattice. 

Random values will normally be assigned to the neurons' 

weight vector at the initial stage of the training. After several 

iterations, the neurons' weight values will be updated. Data 

with similarity will gradually converge to form a group. Some 

of the choices for neighbourhood functions are Gaussian, 

bubble and epanechicov. Neighbourhood size dictates the 

region of activated neighbouring neurons from BMU. This 

study works on the hypotheses that the selection of 

neighbourhood size and function will influence the resulting 

feature vector. The learning rate is a decay function over time. 

The learning rate is initialized and reduced over time to 

gravitate to a convergence of the map. 

B. Competitive Phase 

This stage reads the input, fi(x,y) from the problem space 

and computes its Euclidean distance dj, between the input and 

each output neuron using (2). 
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where wij is the weigh from input fi to neuron j. The neuron 

having the smallest dj value is identified as BMU. 

C. Cooperative Phase 

Two activities are carried out in this stage: activated 

neighbouring neurons identification and updating their weight 

vectors. Neurons are adapted in a recursive manner [30]. The 

neighbourhood function’s radius is decremented over time as 

training progresses to enable the neurons to converge to a 

final mapping. The region that covers the activated 

neighbouring neurons depends on the choice of 

neighbourhood function selected. Fig. 5 shows some common 

choices for neighbourhood function. The neighbourhood’s 

region spans symmetrically around the BMU. Bubble 

neighbourhood function is a constant function around the 

winner unit. It means every neuron in the neighbourhood is 

updated with the same proportion of the difference between 

the neuron and the sample vector. For the case of Gaussian 

neighbourhood function, the activated neighbourhood Nj,i is 

calculated by (3): 
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where σ
2
 is variance of the Gaussian function and dj,i is the 

magnitude of the x and y-axis for the map. The new weight of 

BMU and its activated neighbouring neurons is computed by 

(4): 
 

  )(),()()(1 ),(, twyxftNtwtw ijiyxijjj        (4) 

 

where t is the training iteration number and  is the learning 

rate of neuron. The outcome of this stage is a prototype with 

its adjusted weight vectors. 

D. Feature Vector Construction 

As a result of these collective and cooperative learning, the 

network is tuned to create localized responses to the input 

vectors and thus reflect the topological ordering of the input 

vectors. The ordering reflects the feature space for the class 

label (pattern) [31]. This stage creates the image feature 

vectors, P from the feature space by taking the diagonal 

matrix of the product of the prototype, obtained from (4) with 

the image pixels by using (5): 

  yxfWdiagP j ,         (5) 

where Wj is prototype and f(x,y) is the input vectors. Sampling 
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of the original image pixels according to the minimum value 

feature vector is then conducted to yield the class label, which 

is the pattern of the image object. 

 

 
(a)                                      (b)                                       (c) 

Fig. 5. Neighbourhood functions (a) Gaussian kernel (b) Epanechnikov kernel (c) Bubble kernel. 

 

V. RESULTS AND DISCUSSION 

The SOM-based feature extraction was implemented on 

polyvinylidene fluoride blended membranes used in waste 

water treatment. The original image of polyvinylidene 

fluoride blended membranes (Fig. 5a) was taken using atomic 

force microscopy (AFM). Fig. 6a shows the surface of the 

polyvinylidene fluoride blended membranes. The initial 

setting of the SOM parameters is as follows: θ = 0.1, number 

of neurons = 16, Gaussian neighbourhood function is used. 

Fig. 6 shows the comparison of the original image and the 

resulting feature extracted with neighbourhood size scale, n = 

1, 2 and 3. 

 

 
    (a)            (b) 

 
    (c)            (d) 

Fig. 6. (a) Image of a polyvinylidene fluoride blended membrane (b) feature 

extracted with n=1 (c) feature extracted with n=2 (d) feature extracted with 

n=3. 

 

The neighbourhood size determines the variance of the 

Gausian neighbourhood function. Fig. 7 shows the region 

covered by the activated neighbouring neurons with different 

n values. As the neighbourhood size increases, the width 

(variance) of the Gausian neighbourhood function increases. 

This brings forth the wider span of activated neighbouring 

neuron area. Experimental results show that as the 

neighbourhood size increases, a better smoothing effect is 

obtained. But this also results in the loss of details for the 

image.  Fig. 6 shows that the increase of neighbourhood size 

also causes a better segmentation of features. 

 
Fig. 7. Gaussian neighbourhood function with different variance, σ2. 

 

 
(a)           (b) 

 
(c)            (d) 

Fig. 8. (a) Image of a polyvinylidene fluoride blended membrane; feature 

extracted by (b) Gaussian kernel (c) Bubble kernel and (d) Epanechnikov 

kernel. 

 

The second experiment was conducted to investigate the 

effect of neighbourhood function to the extracted feature. In 

this experiment, three neighbourhood functions, namely 

Gaussian kernel, Bubble kernel and Epanechnikov kernel 

were applied respectively in the SOM-based feature 

extraction. Fig. 8 shows the results of the extracted feature. 

For the same neighbourhood size, Gaussian neighbourhood 

function provides a more significant feature segmentation 

comparing to Bubble kernel and Epanechnikov kernel. Both 

Bubble and Epanechnikov kernel gives a very similar 
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extraction outcome. One possible explanation to the result is 

that the neighbourhood neurons induce an attenuation to the 

adaptation as the grid distance to the winning neuron grows 

[26]. 
 

VI. CONCLUSION 

Feature extraction is the stage prior to classification in 

pattern recognition systems. In image processing, its purpose 

is to identify the basis information that forms the image object. 

Traditional image feature extraction techniques include 

transforms and series expansion, histogram analysis and 

mathematical differentiation. SOM-based feature extraction 

is a technique that utilizes the spatial information of the image 

object to construct the image's pattern. SOM extracts the 

feature vector from image dataset by reducing its 

dimensionality. The application of SOM to extract prototype 

patterns from a polyvinylidene fluoride blended membrane 

has been presented in this paper. Experiments were conducted 

to investigate the effect of neighbourhood size to the 

performance of the feature extraction. The finding showed 

that more details are missing in the prototype pattern as the 

neighbourhood size increases. This aspect applies to Gaussian 

neighbourhood function. This study also investigates the 

effect of neighbourhood function to the extracted feature. 

Experiment results showed that Gaussian neighbourhood 

function outperformed Bubble and Epanechnikov 

neighbourhood function to give more significant feature 

segmentation. As future development of this work, the 

experiment will be extended to include other performance 

measure to the extraction method such as the classification of 

pixel in image space. 
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