
  

 

Abstract—This paper proposed a new patch-wise image 

inpainting algorithm based on sparse representation with 

related dictionaries. For each target patch, i.e., the patch with 

corrupted parts, a related dictionary is defined, which consists 

of the patches in the uncorrupted area having a similar 

histogram with that of the patch. The related dictionary 

contains the most similar patches for target patch. That ensure 

the accuracy of the inpainting process. The target patch then can 

be inpainted by a sparse representation of the patches in the 

related dictionary. Experimental results are given to show the 

effectiveness of the proposed algorithm. 

 
Index Terms—Image inpainting, sparse representation, 

histogram, related dictionaries.  

 

I. INTRODUCTION 

Image inpainting which is to fill the missing or corrupted 

area by using the known information of the image. These area 

may be individual missing pixels in the damage image, or be 

continuous regions resulting from man-made degradation and 

other reasons. Image inpainting is an important problem, 

because it has a wide variety of applications, such as image 

object removal, image restoration and transmission [1], [2]. In 

recently, it has attracted growing interest from researchers. 

Generally, there are three types of image inpainting 

approaches, i.e.diffusion-based inpainting approach, 

exemplar-based inpainting approach, and inpainting approach 

based on sparse representation [2]. The diffusion-based 

inpainting approach is such that the corrupted area is restored 

by diffusing the surrounding information to the target region 

[3], [4]. However, these diffusion-based inpainting methods 

are not well suitable for the textured, especially if the target 

region to be restored is large [1]. The exemplar-based 

inpainting approach, which is inspired by the idea of texture 

synthesis technique [4], is that a patch in the corrupted area is 

first selected and then unknown pixels in the selected patch is 

filled by copying the pixels in the best matching patch in the 

whole source region by comparing the similarity of selected 

patch [1], [5]-[10]. Instead of using the best patch, inpainting 
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approach based on sparse representation is to represent the 

image patches by using a sparse linear combination of atoms 

from a dictionary. Thus, the dictionary is very important for 

inpainting results. An effective sparse representation iterative 

inpainting algorithm is proposed [2]. And it is very suitable 

for recovering different structural components in the image. 

And the sparse representation can be adapted for restoring the 

color image [11]. This method is mainly extended from the 

denoising algorithm [12] whose dictionary is constructed by 

using the K-SVD [13]. After that, a similar algorithm is 

proposed in [14]. They directly used all the patches which are 

clipped from in the source region to construct a dictionary and 

obtained a good inpainting results. They analyzed their 

method is better than the algorithm [11]. Although the 

dictionary generated form all the patches in source region is 

advantageous to the image inpainting, it will have some of 

unrelated atoms with image patch to be restored. Moreover, 

the unrelated atoms will introduce the interference into 

inpainting results. As a result, it will affect the inpainting 

result. 

The purpose of this paper is to propose a new inpainting 

algorithm based on sparse representation with related 

dictionaries. The proposed inpainting algorithm mainly 

consists of two parts. First, a related dictionary is constructed 

for each target patch, which is consists of the patches in the 

uncorrupted area, which have a similar histogram with that of 

the target patch. Second, the target patch is inpainted by a 

sparse representation of the patches in the related dictionary. 

Moreover, experimental results will be given to illustrate the 

effectiveness of the proposed inpainting algorithm. 

This paper is organized as follows. Firstly, in Section II, we 

briefly describe sparse representation. Secondly, in Section 

III is devoted to describe an overview of the proposed 

algorithm based on sparse representation. Thirdly, in Section 

IV the experimental results are shown. The results 

demonstrate that the effective of the proposed method with 

dictionary preprocessed. Finally, in Section V, concludes this 

whole paper. 

 

II. SPARSE REPRESENTATION  

Reference [15] were first applied sparse signal 

representation to inpainting problems. Based on the 

hypothesis that natural signal can be represented by a linear 

combination of atoms in dictionary matrix. 

Given a dictionary D, each column of the dictionary 

[ , ,..., ]
1 2 k

D d d d can be named as an atom. Each target 

signal
1[ ,..., ]T

ky yy  can be represented as  

y Dα                                      (1) 
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such that the coefficient vector  α  have the least number of 

nonzero components. This is called the sparse representation 

problem and is usually cast as 
 

2
ˆ argmin 

α
α y Dα                             (2) 

which can be solved by greedy algorithms, such as orthogonal 

matching pursuit (OMP) [16]. 

In image inpainting, each corrupted signal 

1 2[ , ,0,..., ]T

ky y yy where 0 denotes the corrupted entries. 

Removing the corrupted components can be used by  

*
y My                                        (3) 

1

1

0

1









 

M                               (4) 

*
y  has all the uncorrupted entries  of y .  Then, equation (1) 

can be rewritten as 

2
ˆ argmin 

α
α My Dα                            (5) 

After obtaining the estimation of coefficients α̂ , we 

combination equation (1) with equation (5) and then the 

corrupted signal can be recovered by 

( )
ˆ

( )

i

i

i

y if i
y

if i

 
 



* *

*

y

MDα y
                          (6) 

where  M I M , I is a unit vector. 

III. ALGORITHM 

The overview of proposed method will be presented in this 

section in detail. The proposed method can be divided into 

three parts, find a target patch, generation of a dictionary and 

sparse reconstruction algorithm. In the first part, the target 

patch is found by computing the filling order. And the whole 

algorithm is starting from this patch. In the second part, we 

use the histogram to preprocess the original dictionary which 

is directly extracted from the original region. And then, we 

will obtain a related dictionary from the original dictionary. In 

the last part, we use the known information from the target 

patch to estimate their unknown information. Its details are 

shown in the following. 

A.  Filling Order 

The filling order of image patches is crucial to inpainting 

results. In the inpainting methods, a different filling order can 

lead to different results [8]. In our method, we decide to use 

the filling order which is proposed in [7], since the structure 

information can be efficiently preserved. Recently, the filling 

order [7] has been used for their inpainting algorithms and 

obtained good results [14], [17]. Using the filling order to 

compute the every patch which is centered at p located the 

boundary δU between damaged region (target region T ) and 

undamaged region (source region S ). Finding the target 

patch 
p

ψ  has the maximum priority. As the patch 
p

ψ is on 

the boundary, the patch contains the known pixels A  and the 

unknown pixels B . And we can see clearly the target patch in 

Fig. 1. 

 

 
Fig. 1.  A target patch with the maximum priority. 

B. Generation of Dictionary 

In order to compute the sparse representation of image 

patch, we first have to determine a dictionary. In the 

traditional method of generating dictionary, such as [14], 

directly use the whole patches clipped from the original 

region. A problem of it is that some unrelated patches can lead 

to some interference. So in the proposed method, we will 

preprocess the original dictionary by using histogram, as 

shown in Fig. 2. 
 

 
Fig. 2. Histogram comparison between target patch and original dictionary. 

 

Let the histogram have N bins. Therefore, the histogram of 

color image have N values of the N bins of the histogram. For 

three channels R, G, B, the histogram of each channel can be 

represented by  

R R1 R[ , , ]T

Nh hhisto  

G G1 G[ , , ]T

Nh hhisto                          (7) 

B B1 B[ , , ]T

Nh hhisto  

The generation of the related dictionary can be divided into 

four steps: 

1) Compute the histogram
1[ , , ]T

mHistoP H H of an 

original dictionary, which consists of the whole patches 

of original region.  m is the number of the whole 

patches.   

2) Find the target patch by using the filling order. After that 

compute the histogram of the target patch defined by 

       [ , , ]R G B
T

H histoT histoT histoT                       (8) 

3) Compare the histogram of the original dictionary with 

the histogram of target patch and find the similar patches. 

The following is a sample of comparing similarity 

between target patch and patch 1. We measure similarity 

using the histogram to via the following formula 

 

1

G G

1 1

B B

1

s (i) (i)

(i) (i) + (i) (i)

           + (i) (i)

N

i

N N

R R

i i

N

i

imi


 



 

  





 



T 1H H

histoT histoP histoT histoP

histoT histoP

     (9) 
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where N is the number of bins, the similarity is to sum the 

difference of three channels. 

The similarity between the whole patches of the dictionary 

and the target patch is given by  

1[simi , ,simi ]T

mSimi                         (10) 

where m is the number of the patch, and the length of the 

vector Simi is also m . 

In order to find the similar patches, we sort the similarity 

vector Simi  

=sort( )index Simi                                (11) 

and then we choose the top l  patches as the similar patches. 

4) Use the similar patches to generation the related 

dictionary, the atoms of the new dictionary have a large 

relevance to the target patch. This property ensures the 

inpainting result. 

 

 
Fig. 3.  Generate the related dictionary by using similar patches. 

In the example shown in Fig. 3, the blue-green rectangle is 

denoted as target patch which is the patch we want to inpaint. 

The mulberry rectangle is denoted as the patches which we 

choose to generate the related dictionary. We choose the top 

=50l  similar patches   
50

1jjq
ψ , among of them 

1q
ψ  means 

the most similar one and it represents as the first column  of 

the related dictionary. The rest patches can be done in the 

same manner. 

C. Signal Recovery 

After finding the patch
p

ψ , the aim of the sparse 

reconstruction is using the known information A  to estimate 

the unknown information B . Matrix M  has a special 

structure determined by the layout of the known pixels. Thus, 

the known information can be computed by 

                        
p

A Mψ                                    (12) 

As the target patch p
ψ  can be seen as the signal y, so 

according to (1), the (12) is redefined as 

                      A MDα                                       (13) 

where D  is the new related dictionary which is generated by 

comparing the histogram, and 
p

ψ Dα . In the proposed 

method we will use the non-negative orthogonal matching 

pursuit (NNOMP) [18] algorithm which is an improved 

method of OMP, and then the estimation of sparse 

coefficients can be described by 

0 2
ˆ argmin α A MDα                          (14) 

By this way, we only find out some non-negative 

coefficients. If we obtain the estimation of sparse 

coefficients α̂  by using the NNOMP, the unknown 

information B can be restored approximately using 

ˆB MDα                                    (15) 

where  M E M   is  a matrix which is decided by the layout 

of missing pixels and E is also a matrix with each entry being 

one. In detail, missing pixels in the target patch can be 

inpainted as follows: 

             ˆ
ˆ( )

i

pi

p

i

if i

if i

 
 



ψ A
ψ

MDα A
                   (16) 

As discussed above, the schematic diagram of we proposed 

inpainting algorithm is shown in Fig. 4. 
 

 
Fig. 4.  Schematic diagram for the proposed algorithm. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Inpainting result with different dictionaries: (a) Original image (b) 

corrupted image including test region (c) inpainting result obtained by using 

original dictionary (d) inpainting result obtained by using related dictionary. 
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IV. EXPERIMENT RESULTS 

The experiment is conducted to demonstrate that 

generating related dictionary by using histogram is more 

effective than the original dictionary for image inpainting. In 

this experiment, we adopt different dictionaries to compare 

with each other. 

A. Image Inpainting with Different Dictionaries 

In order to assess the performance of different dictionaries 

objectively, two dictionaries are used for comparison: 

original dictionary and related dictionary. Two pairs of testing 

images Fig. 5(a) and Fig. 5(b) show the original image and 

input images of one natural landscape, respectively. Fig. 6(a) 

and Fig. 6(b) show the original image and input images of 

another natural landscape, respectively. 

 

 
 (a) 

 
 (b) 

 
(c) 

 
 (d) 

Fig. 6. Inpainting result with different dictionaries: (a) Original image(b) 

corrupted image including test region (c) inpainting result obtained by using 

original dictionary (d) inpainting result obtained by using related dictionary. 

 

B. Evaluation Index 

To measure the experimental results of quantitative 

evaluation by using Peak Signal-to-Noise Ratio (PSNR) 

obtained from MSE [19]. In addition, the values of PSNR in 

each color channel (R, G, B) are also computed in 

experiments. Different from computing mean square error 

(MSE) of the whole image, we just compute the mean square 

error of the defective region. Note that the mean square error 

is computed by using 

( ) T

(I ( ) I ( ))

MSE =
N(T)

ori inp

i, j

i, j i, j



                   (17) 

where 
oriI ( )i, j  is the brightness values of the original image 

and I ( )inp i, j  is the brightness values of the inpainted image. 

T represents the target region, that is to say defective region, it 

is noted in Fig. 1. And N(T) represents the number of pixels 

in the defective region. 

The PSNR is defined by  

2

10

255
PSNR =10log ( )

MSE
                        (18) 

The experiment is conducted based on Fig. 4. And then we 

use the peak Peak Signal-to-Noise Ratio (PSNR) between 

original image and the inpainted image as the evaluation 

index to quantify the inpainting results. The results of 

quantitative metrics are depicted in Table I. From the Table I, 

we can learn that the proposed method by using the related 

dictionary has a better inpainting effect than the method by 

using the original dictionary. 

 
TABLE I: OBJECTIVE PERFORMANCE 

  RGB Original dictionary Related dictionary 

Fig. 5 

R 18.45 18.78 
G 20.58 21.01 
B 23.66 24.19 

RGB average 20.40 20.80 

Fig. 6 

R 18.28 18.79 

G 19.26 19.71 

B 20.25 20.91 

RGB average 19.19 19.72 

 

        
(a)                                           (b) 

        
(c)                                         (d) 

Fig. 7. The cropped part from the image and inpainting result: (a) original 

image (b) corrupted image (c) inpainting result by using original dictionary 

(d) inpainting result by using related dictionary. 

 

In order to view the experiment results easily, Fig. 7 and 

Fig. 8 are cropped to show the inpainting result and the same 

parts of original image and corrupted image. 
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in the inpainting results by using the original dictionary, and 

they can be shown in Fig. 7(c) and Fig. 8(c) easily. These 

artifacts are produced because the original dictionary contains 

the unrelated atoms with the image patch. And the inpainting 

results by using related dictionary in Fig. 5(d) and Fig. 6(d) 

obtain good visual effect without a feeling of oddness, and 

they can also be shown in Fig. 7(d) and Fig. 8(d) easily. 

From the subjective evaluation and objective evaluation, 

we can see clearly that the performance of inpainting 

algorithm using related dictionary are better than inpainting 

algorithm using original dictionary. This implies that the 

patch inpainting using related dictionary is more effective 

than using the original dictionary.  

 

        
(a)                                                   (b) 

          
(c)                                                   (d) 

Fig. 8.  The cropped part from the image and inpainting result: (a) original 

image (b) corrupted image (c) inpainting result by using original dictionary 

(d) inpainting result by using related dictionary. 

 

V. CONCLUSION 

In this paper, we have proposed a new inpainting method 

based on sparse representation with related dictionaries. A 

related dictionary is well defined for each target patch, which 

consists of the patches in the uncorrupted area having a 

similar histogram with that of the patch. This is an important 

step, because it guarantees the inpainting result is more 

accurate. Thus, the target patch can be inpainted by a sparse 

representation of the patches in the related dictionary. 

As shown in the experimental results, the proposed method 

using related dictionary has obtained better performance than 

using the original dictionary. The objective quantitative 

evaluation is consistent with the subjective visual effect of the 

inpainting result.  

In the future, we will concern how to choose out the patches 

are more relational to the target patch by using the histogram. 

The chosen patches are more similar to the target patch, the 

inpainting results will be better. In addition, we also want to 

study other methods for image inpainting, especially the 

methods for the inpainting region is big.  
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As shown in Fig. 5(c) and Fig. 6(c), there are some artifacts 
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