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Abstract—Online opinionated data has increased 

tremendously since the arrival of web 2.0. Users have the 

authority to generate online content expressing their sentiments 

or opinions regarding subjects of interest. Although these 

phenomena caused the problem of information overload, the 

opinionated data is valuable and beneficial to others. Looking at 

the prominent significance of this issue, many researchers grab 

this opportunity to further investigate sentiment analysis. The 

main task of sentiment analysis is to classify opinions into 

several orientations. However, the orientation of sentiment is 

highly dependent on the context of sentiment text. Thus, it is 

important to consider contextual information in order to 

correctly classify sentiments. This paper would like to facilitate 

researchers in capturing the contextual information of 

context-based approach in sentiment analysis; which includes 

sequence and collocation of words, negation handling, and 

ambiguity. Several recent studies that utilize the contextual 

information are also discussed. Besides, this paper presents the 

state of art of context based on the level, type, and 

representation of context. With the help of this review, 

researchers will be able to correctly classify sentiments based on 

context in improving the performance of sentiment analyzer.
 

 
Index Terms—Contextual information, context-based 

approach, natural language processing, sentiment analysis.  

 

I. INTRODUCTION 

Sentiment analysis analyses users‟ opinions in the written 

text either from documents or sentences. It refers to the 

process of evaluating the opinions, emotions, and attitudes of 

people towards certain topics of interest or subject matters [1]. 

Due to the advancement of internet technology, sentiment 

analysis has become a popular research area since 2001 [2]. 

Sentiment analysis is multidisciplinary artificial intelligence 

problem with the aim to minimize the gap between human and 

computer in natural language processing [3].  

The opinions of other users are essential and have a 

significant effect on other users mainly in decision making 

such as to assist in online shopping by selecting the best 

products, services or events [4]. Besides, sentiment analysis 

can be beneficial for companies to better know their 

customers‟ preferences. The sentiments from users can be 

utilized for marketing campaigns and business strategies [5]. 

Basically, sentiment analysis is a text classification 

problem. Traditional text classification relies on keywords to 

classify documents into several themes or topics. The key 
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features for the classification task are the list of related words 

about particular themes or topics. Compared with the 

traditional classification task, sentiment classification is a 

more challenging task as it requires a deeper semantic level of 

the reviews [6]. Sentiment analysis relies on natural language 

lexicons that are used to express the subjectivity of sentiment 

texts instead of objectivity. Subjectivity refers to the opinions 

expressed by users whereas objectivity is natural facts that are 

not to be considered in sentiment analysis task. 

In most available lexicons, they are compiled as a list of 

keywords, rather than the meaning of the words, or also 

known as senses [7]. The positivity or negativity sentiment 

orientation of words could change depending on context and 

targeted entities [8]. This creates an ambiguous orientation of 

the sentiment texts. Moreover, out of all the opinion words, 

some words behave in the same manner. It means they have 

the same polarity in all contexts. However, some words are 

context dependent. It means they have different polarity in a 

different context [9]. Therefore, to consider the meaning of 

words, appropriate contextual information is required in order 

to identify the most relevant context for the selected words. 

Currently, sentiment analysis is still one of the most 

challenging problems in natural language processing due to 

the lack of contextual information in sentiment analysis tasks 

[10], [11]. It is imperative to incorporate context in 

classifying sentiment text as content alone can be misleading. 

The study of context-based approach in the area of sentiment 

analysis is exclusively fresh and developing. The remainder 

of this paper is organized as follows. Section II presents the 

overview of context. Section III deliberates on contextual 

information in sentiment analysis. Related researches on 

context-based approach in sentiment analysis are discussed in 

Section IV. Finally, several points are brought into conclusion 

in Section V. 

 

II. OVERVIEW OF CONTEXT 

Sentiment analysis move towards content, concept and 

context-based text analysis of natural language text [12], [13]. 

Context may be defined as any information that can be used to 

characterize the situation of an object or entity [14]. In textual 

form, context considers the environment of the selected term 

in a sentence. Words that surround the selected term are 

important to explain the meaning of the sentence.  

Context is useful in natural language processing to solve 

several tasks such as spelling error correction and sense 

disambiguation. Context-sensitive spelling error tasks address 

the problem of correcting spelling error mistakes in a sentence. 

The correct word spelling cannot be identified by looking at 

the term individually. Thus, it requires investigation of 
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neighbouring terms to detect the correct word spelling. Sense 

disambiguation deliberates the problem of identifying the 

correct senses for multiple meaning words. Similarly, the 

neighbouring term is required to identify the most suitable 

meaning of a term in the correct context.  

In sentiment analysis, context plays an important role to 

determine the orientation of sentiment polarity. Word in a 

certain domain might carry different orientation when the 

context changes. For example, the word high may be positive 

when it refers to high salary. However, the orientation may be 

negative when it refers to high price. Fig. 1 shows several 

aspects of context concerning the level, type and 

representation of context.  

 
Fig. 1. Overview of context. 

 

Level of context can be categorized as global or local 

context [15], [16]. Local context captures different local 

features that surround the targeted word or sense. Features in 

the context of sentiment analysis are words or terms that 

strongly express the opinion polarity as either positive or 

negative sentiment. It can also be referred to the same theme 

or topic in a review [17].  

Besides, local context can capture features relations in a 

sentence, for example by using n-grams or chi-squared 

approach. In sentiment analysis, local context is widely used 

in word sense disambiguation and valance shifters [15]. 

Global context, on the other hand, exploits the context 

features as an overall understanding of the sentiment. It 

analyses the sentences in sentiment as a whole opinion. For 

example, global context is used to identify implicit opinions 

in sentiment analysis.  

According to Bhala and Abirami [18], the type of context 

can be categorized into local, topical, syntactic or semantic. 

Local context in this state is generally quite similar as 

mentioned above. Local context represents several features 

surrounding the targeted word with representation approaches 

such as part-of-speech tagging and positions of words in a 

sentence. In contrast to local context, topical context 

represents a more general context by defining a common 

theme or topic of discussion in a text. Normally, the 

bag-of-words approach is used as a mode of representation. 

Syntactic context represents the word usage based on 

structure and grammar rules. It refers to syntactic clues on 

how words are being formed to produce a meaningful 

sentence. Sometimes, these words might be outside the local 

context [19]. Semantic context represents semantic 

information that depends on additional knowledge. For 

example, semantic context depends on formerly known senses 

of words in a context which is based on domain ontologies or 

glossaries. 
 

Kwong [20] identifies three types of context representation; 

which are descriptive model, relational model and generative 

model. Descriptive model is the most common model for 

defining senses. It is a model for the general purpose of sense 

representation, which based on the dictionary definition. 

Relational model recognizes senses based on semantic 

relation such as synonym, antonym and hyponym. Generative 

model is a dynamic model for representing senses, which the 

encoding is left open-ended. 
 

 

III. CONTEXTUAL INFORMATION IN SENTIMENT ANALYSIS 

Existing sentiment analysis systems rely on the 

bag-of-concept model to classify sentiments into several 

orientations. It is basically based on the frequency of 

occurrences of words and ignores the order of words in 

sentiment text. Thus, the meaning of the word is far to achieve. 

Context-based sentiment analysis highly concerns about the 

order and collocation of words in a sentiment text. Word in 

isolation hinders the meaning of the whole sentiment. To 

understand the context of a word, the neighbouring target 

word is exclusively imperative. 
 

Therefore, one of a good tactic to consider the neighbours 

of the targeted word is using n-grams approach. N-grams is a 

sequence of N words and it can be constructed into higher 

level such as bigrams and trigrams. It is important in language 

processing to estimate the probabilities of next words and also 

for whole sequences [21]. Another approach to consider the 

neighbouring target words is using graph-based approach. A 

context graph links the target word with its neighbour words 

in by considering their co-occurrences [22]. The 

co-occurrences are measured based on the location of 

neighbouring words from the target word, normally for the 

two words preceding and two worlds following the target 

word. Later, they are represented by a network with words as 

nodes and the co-occurring frequencies as edges. The aim of 

this approach is to model the contextual use of words in a 

sentence or document. The approach was proposed by [23] to 

extract strong relation between words, subsequently to 

identify the most appropriate context.  

Moreover, it is incapable to understand the semantic 

meaning if the existence of negation as the orientations can be 

oppositely assigned [12]. A simple negation is not only 

reversing a word meaning but can also change the whole 

sentence [24]. Negation can exist in two ways, either local 

(such as not beautiful) or involve long-distance dependencies 

(such as does not look very beautiful) [25]. The first 

computational model that accounts for negation in a model is 

proposed by Polanyi and Zaenen [26]. They discussed 

Applications interesting factors of several circumstances that 

can cause the values of lexical resources to shift or flip the 

values with the existence of negation. Handling negation is 

crucial as it is the most obvious shifters for sentiment polarity. 

Natural language exists in some criteria that make its 

processing complicated. Every word can have one or multiple 

meanings. This created vague and uncertain conditions of the 

text. Words that change their polarity depending on the 
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context are known as ambiguous words [27]. The ambiguity 

could be resolved when the context is identified. The 

ambiguity resolution process is referring to the capability of 

identifying the meaning of a word in context. To undergo this 

process, all these components must be incorporated; the 

definition of words or senses, to include external knowledge 

resources, context and concept representation and algorithm 

for disambiguation [18]. A word may be represented in one or 

more senses, thus the definition of words or senses is needed 

to reduce ambiguity. The possible ambiguity types are 

determined once the definition of word or senses is 

established. In sentiment analysis, several word lexicons can 

be utilized such as WordNet, WordNet-Affect, ConceptNet 

and SentiWordNet. Although each type of these lexical 

resources has their own specialized scopes, these resources 

are capable of representing richer contextual information. 

Moreover, the most complex situation exists if to deal with 

sarcasms and puns [28]; [29]. Sarcasms basically take the idea 

of opposite meaning and create confusion about the actual 

message that needs to deliver [30]. Paronomasia or more 

generally known as puns is a form of wordplay, where a word 

is used to evoke several independent meanings [28]. It is 

normally carried out to have more than one meaning and 

uncertainty which one is the intended meaning. To overcome 

sarcasms and puns, it is compulsory to reduce the ambiguity 

and have a good understanding the context of situations. 

 

IV. RELATED RESEARCHES OF CONTEXT-BASED APPROACH 

IN SENTIMENT ANALYSIS 

Various literature has reported different approaches in 

sentiment analysis, ranging from lexicon-based to machine 

learning approaches [31]. However, not many kinds of 

literature deliberate on context-based approach for sentiment 

analysis. Tang et al. [32] utilized contextual information by 

combining context and sentiment level evidences before 

embedded in neural network algorithm. They mapped 

neighbouring words that encode sentiment texts in continuous 

word representation to word level and sentence level 

sentiment classification and also building sentiment lexicon. 

The proposed lexicon is based on sentiment embedding that is 

useful for improving lexical level tasks in finding similarities 

between words. Similarly, Ghiassi et al. [33] also proposed an 

approach to supervised feature reduction using n-grams and 

statistical analysis to develop a lexicon for Twitter. They 

demonstrated the effectiveness of the proposed lexicon by 

developing comparable sentiment classification model using 

Support Vector Machine (SVM) algorithm. 
 

Meanwhile, Tripathy et al. [34] applied various supervised 

machine learning algorithms to classify movie review 

documents of IMDb dataset and further implemented n-grams 

approach. The investigated the level of n-grams in 

representing the contextual meaning of words and observed 

that the increase „n‟ in n-grams decreases the classification 

accuracy. Sidorov et al. [35] proposed a concept of syntactic 

n-grams which are constructed using paths in syntactic trees to 

extract relevant related terms. The idea is to introduce 

contextual linguistic information into the statistical method of 

machine learning. Liu and Jin [36] utilized focus sentence and 

context in classifying Chinese comment text. They assumed 

that the first sentence of a text with sentimental tendency is a 

focus sentence. Different location of a sentence has a different 

impact on the sentiment orientation of the whole text. The 

context of dynamic sentiment words is calculated based on the 

respective score in SentiGram. The proposed method is 

proven with a better result from the baseline approach through 

series of experiments.  

Farooq et al. [37] investigate the problems of identifying 

the scope of negation and proposed a negation handling 

method based on linguistic features. They successfully 

improve the accuracy of both negation scope identification 

and overall sentiment analysis. Sharif et al. [38] proposed an 

approach of negation identification for consumer reviews 

which does not rely on the direct presence of words not, no, 

never etc. They used universal dependency of Stanford Parser 

to identify a grammatical relationship in a sentence. The 

correct polarity of reviews is recognized by calculating 

dependencies of negation words. Similarly, Diamantini et al. 

[39] suggested a negation handling algorithm based on 

dependency based parse trees. Apart from that, the sequence 

of words is also taken into consideration as n-grams approach 

is coupled with negation handling to better identify the 

sentiment polarity.  

Katz et al. [40] introduced a model of key terms in contexts 

to generate features of context terms for supervised 

classification by using rotation forests in decision tree. The 

context terms are used to model the relations between the 

identified key terms to identify the most suitable context for 

each key term. Bhuvan et al. [41] proposed a context-specific 

grammar model of semantics for movie reviews domain 

where features are obtained from matching semantics patterns. 

The proposed model is tested using various machine learning 

algorithms such as Naïve Bayes, SVM, Logistic Regression 

and Sequential Minimal Optimization. Weichselbraun et al. 

[11] attempt to resolve the ambiguity of words and consider 

the context of sentiment terms by using machine learning 

approach. They developed their own contextualized lexicons 

by collecting context terms for each ambiguous term 

identified. They evaluate their proposed method using user 

reviews in products and hotels domains and also with 

benchmark data on movies review by Pang and Lee [42]. 

Weichselbraun et al. [43] expand their previous work by 

increasing the lexicons coverage and derive concept 

information. They utilized knowledge resources from 

SenticNet to recognize ambiguous terms and extract 

contextual information. Later, they dug up structured 

resources of WordNet and ConceptNet to obtain conceptual 

knowledge.  

The contextual information is imperatively important for 

better sentiment classification results. Table I shows the 

studies as discussed above, which are mapped according to 

the respective contextual information. By utilizing at least one 

or two types of contextual information, most researches have 

shown good performance and successfully improve the 

accuracy of their sentiment analyzers from baseline approach. 

Thus from this review, we found that sentiment analyzers with 

more enrich contextual information such as sequence and 

collocation of words, negation handling, and ambiguity 

management plays a big role in sentiment analysis as they are 

capable to produce better sentiment classification results. 
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TABLE I: STUDIES OF CONTEXT-BASED APPROACH IN SENTIMENT 

ANALYSIS WITH RESPECTIVE CONTEXTUAL INFORMATION 

Author Order/sequence Negation Ambiguity 

[32]    

[33]    

[34]    

[35]    

[36]    

[37]    

[38]    

[39]    

[40]    

[41]    

[11]    

[43]    

 

V. CONCLUSION 

Context plays an important role in sentiment classification. 

Without context, the opinions of people can be misunderstood 

and lead to different meanings. Consequently, the sentiment 

texts are incorrectly classified. The main problem in 

sentiment analysis is the subjectivity of words or phrases 

could depend on their context. Incorporating appropriate 

contextual information could provide the right context to 

classify sentiments in a correct means. The overview of 

context is well discussed to give a better understanding of the 

definition of context and subsequently to deliberate relevant 

contextual information in sentiment analysis. Common 

approaches in sentiment classification tend to ignore the 

semantic meaning of sentiments by using bag-of-words 

approach and lose the word order. However, the 

context-based approach in sentiment analysis greatly 

concerns about the order and collocation of words in 

sentiment text. The existence of negation in sentiment texts 

may invert the polarity of all words in a sentence, thus it needs 

to be well handled. Natural language conditions may occur in 

complex situations such as sarcasm and puns creates 

confusion as many meanings can be interpreted. Thus, 

identification of contextual information in resolving 

ambiguities can help to identify the sentiment orientations. 

Several related studies that utilized contextual information in 

classifying sentiments have shown good performance as 

compared to baseline approach which is the classification 

without context information. Sentiment analysis greatly relies 

on contextual information in order to identify the correct word 

meanings or senses according to respective context to acquire 

better accuracy in the classification task of sentiment text.  
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