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Abstract—Infertility is a major problem that directly affects 

many people worldwide. In recent years, fertility rates have 

decreased by up to 15% in young men. Changing living 

conditions, stress levels, environmental factors and nutritional 

habits play an important role in infertility. This paper suggests 

a novel method to estimate semen quality from lifestyle, 

environmental factors and daily habits using radial basis 

function neural networks. The accuracy of the suggested 

method was measured as 90%. The results show that the 

proposed method can be applied as a practical, fast and cheap 

alternative method to laboratory tests.

Index Terms—Classification, fertility, fcm, fuzzy radial basis 

functions, neural networks.

I. INTRODUCTION

The American Society for Reproductive Medicine (ASRM) 

defines infertility as a disease of the reproductive system that 

disrupts the basic reproductive function of the human body

[1]. According to the latest research data from the World 

Health Organization (WHO), which is carried out over a 

20-year period (1990-2010), infertility affects approximately 

48.5 million couples worldwide [2]. Although infertility is a 

critical component of the reproductive system both men and 

women, male infertility is given insufficient attention 

because maternal and child health is usually kept in the 

foreground [3]. However, being unable to have a child is a 

common problem for both sexes and infertility affects both 

men and women equally [4]. On the other hand, this problem 

may cause depression and anxiety as well as discrimination 

and exclusion by society [2]. In this respect, the underlying 

reasons for this problem need to be investigated correctly in 

term of both physical and environmental factors.

The fertility rate in men younger than 30 years has 

decreased worldwide by 15% [5]. In recent years, changing 

living conditions, intense work pressure and other 

environmental factors have a direct influence on male 

infertility as well as other factors, especially nutrition and 

daily habits. It is thought that factors such as increasing stress 

levels and nutritional disorders cause many physical and 

psychological problems as well as affecting fertility. In 

addition, besides physical and congenital anomalies, many 

other factors, such as using drugs, have a negative role in 

infertility. Pasqualotto et al. [6] listed these things as alcohol, 

cigarettes, narcotics (illicit drugs), anti-hypertensive drugs, 

calcium channel blockers, angiotensin converting enzyme 
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inhibitors, psychotherapeutic agents, antipsychotics, 

antidepressants, chemotherapeutic agents, hormones, 

anabolic steroids and antibiotics. Other factors that play a 

role in infertility are related to occupational [7], 

environmental and/or lifestyle, where the possibility of 

testicular injury is high [8]. The risks related to the changing 

lifestyle over the last few years have arisen from mobile 

phones, electromagnetic radiation and high stress levels.

In this study, a method that uses a fuzzy radial basis 

functional neural network (FRBFNN) has been proposed to 

estimate semen quality. It is a fast, easy and scalable method 

that can be used to estimate the semen quality by profiling 

lifestyle and personal habits. Due to the fact that laboratory 

tests are generally expensive, the suggested method can be 

applied as a pre-test before laboratory testing. The paper is 

organized as follows: In section II, we summarize the related 

work. In section III, we give a background to the methods

used for the proposed method. We describe the data set, 

details of the proposed method and the results in section four. 

In section five, the conclusions are given, which is followed 

by the reference list.

II. RELATED WORK

The basic function of an artificial neural network (ANN) is 

to mimic the human brain. An ANN is inspired by the human 

brain in the way it generalizes the events observed from 

examples, learning from the examples that it has never seen 

before, making decisions, classifying and optimizing. The

abilities of an ANN are its main advantages when compared

to traditional programming and statistical methods. ANNs 

are applicable in many areas as well as in the decision and 

classification problems found in medical and biomedical 

fields, such as the diagnosis of various diseases (including 

hypertension, cancer, rheumatic diseases, and vertigo), the 

analysis of medical images obtained by MRI and X-rays, and 

the prediction of a history of a disease [9]. Similarly, an ANN 

is the frequently used method in the diagnosis of prostate 

cancer [10]-[16], detecting changes in tumor and cell 

structures [17]-[22], tracking periodic differences in retinal 

images [23] and various urological dysfunctions [16], 

[24]-[28].

The earliest study on infertility using an ANN was 

performed with data obtained from hamsters [9]. In this study, 

the classification of the ANN was compared with linear 

discriminant function analysis (LDFA) and quadratic 

discriminant function analysis (QFDA). The study showed 

that an ANN is a powerful method for infertility analysis 

when compared to the statistical methods mentioned above. 

In another study that was performed using human data, an 

ANN and logistic regression were compared [29]. The results 
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Fig. 1. The RBF architecture.

were parallel with the findings in [9].

When dealing with fertility data, several reasons can be 

given for the insufficiency of the statistical methods when 

compared to ANNs. The most important point is that semen 

analysis (SA), which is the main test of the male infertility 

potential, consists of several different parameters and the 

results of these tests are psychologically affected. The second 

major factor is that the data obtained from the patients are 

often segmented from multiple subjects and inconsistencies 

occasionally exist between these data [9]. In this respect, 

ANNs have a significant advantage over statistical methods 

because they are able to cluster large non-linear data sets 

flexibly and cost-effectively. Moreover, ANNs can make a 

predictive inference for clinical decisions with high accuracy 

and sensitivity. Another advantage is that they facilitate the 

dissemination of knowledge through rule inference [30].

With regard to this advantage of ANNs, Ma et al. [31] have 

shown that leptin can also be used diagnostically to predict 

male fertility with higher precision using neural networks.

Gil et al. [32] studied the effects of environmental factors 

and lifestyle on male fertility using artificial intelligence 

techniques and compared the decision tree, multi-layer 

perceptron (MLP) and support vector machine (SVM) 

methods with each other. It was observed that the MLP and 

SVM methods produce more accurate results than the 

decision tree method. It can be said that it is an effective 

alternative method in determining the factors that affect

fertility.

III. BACKGROUND

A. Fuzzy C-means algorithm

In fuzzy clustering, unlike crisp clustering methods, an 

element may belong to more than one cluster with the same or 

different membership values at the same time, and the 

membership level can be adjusted precisely. In many cases, 

fuzzy clustering provides more accurate and natural 

clustering than classical clustering. Fuzzy C-means (FCM) is 

the most commonly used fuzzy clustering algorithm and aims 

to minimize the objective function defined in (1). 

𝐽𝑚 =   𝑢𝑖𝑗
𝑚   𝑥𝑖 − 𝑐𝑗   

2
𝑐
𝑗 =1

𝑁
𝑖=1 ,1 ≤ 𝑚 <∝ (1)

where 𝑋 = [𝑥𝑖] denotes the input vector, 𝑈 =  𝑢𝑖𝑗  ∈

𝑅𝑐𝑥𝑛 (0 ≤ 𝑢𝑖𝑗 ≤ 1) denotes the membership degrees and 

𝐶 =  𝑐𝑐 ∈ 𝑅𝑐𝑥𝑛 denotes the cluster centers. 

B. Radial basis function neural networks

The radial basis function (RBF) was first used to solve a 

multivariable interpolation problem in [33] and initialized 

using ANNs in [34]. RBF neural networks (RBFNNs) are a 

special case of multi-layer perceptron and have two typical 

characteristics. The first one is, in contrast to the 

multi-layered perceptron, there is a single hidden layer and 

the other one is the use of radial basis functions as an 

activation function in the hidden layer. RBFNNs have many 

advantages according to the multi-layered neural network

model because of their simple network architecture. The 

main advantage of RBFNNs is that they can be trained faster 

than other back-propagation algorithms.

As seen in Fig.1, the architecture of a RBFNN consists of 

three layers: The input, hidden and output layer. This simple 

structure can be configured to classify even high order 

non-linear patterns. This characteristic of the RBFNN is 

based on the Cover’s theorem on the separability of the 

patterns [35]. According to Cover’s theorem, the RBFNN 

solves the problem with linear models after linearize the 

complex structure of the input space, in other words, the 

high-order non-linear structures, by the non-linear 

transformations. The role of the radial basis function in this 

structure is to carry the input space to a high dimension space. 

The weight parameters correspond to the linear separation 

surface.

In the input layer, which consists of the n-dimensional 

X-vector, the input is transmitted to the hidden layer without 

preprocessing. In other words, all the weighted values 

between the input layer and the hidden layer are assumed to 

be “1”. Consequently, there is a significant reduction in the 

number of parameters to be changed during the learning 

process and the learning process is accelerated.

In hidden layer, each neuron is mathematically determined 

with a radial basis function. A radial function is a real-valued 

function that only depends on the distance to the origin or a 

center. Each function 𝜙 that provides 𝜙 𝑥 = 𝜙   𝑥   or 

𝜙 𝑥, 𝑐 = 𝜙   𝑥 − 𝑐   is a radial basis function. The 

generally known and used function is the Gaussian function 

that is defined as follows:

𝜙 𝑥 = 𝜙 𝑥 − 𝑐𝑖 = exp  −
  𝑥−𝑐𝑖   

2

2𝜎𝑖
2  (2)

Here, x is the input vector and ci is the center vector. The 

output values of each neuron are calculated using (3), given 

below, and the response of the network is obtained by using 

these output values in the weighted sum in (4).

outpu𝑡 =  𝜓 𝑥𝑖 , 𝑐𝑖 , 𝜎𝑖 (3)

𝑚

𝑖=1

𝑦 =  𝑤𝑖𝑜𝑖 =   𝑤𝑖  𝜓

𝑚

𝑗 =1

(𝑥𝑗 , 𝑐𝑖𝑗 , 𝜎𝑖𝑗 ) 

𝐾

𝑖=1

𝐾

𝑖=1

(4)

Note that, the most important factor in the success of the 

RBF network is the selection of the appropriate radial-based 

function, which can be understood from (3).



  

 

 

 

  

 
 

   

    

 
   

 
 

  

 

 

  

 
 

  

     

 
 

 

 

 

 

 
 

 

 

 
 

 

 

  

 

 
 

 

 
 

  

  
 

 

 

 

 

 

 

 

 

 

International Journal of Machine Learning and Computing, Vol. 8, No. 1, February 2018

46

C. Fuzzy radial basis function neural networks

A fuzzy radial basis functions neural network (FRBFNN) 

is artificial neural network formed by bringing together RBF 

networks and the FCM algorithm [36]. By taking advantage 

of the fuzzification of the RBFNN, the model can handle 

different inputs (numerical or linguistic) and provide a 

smoother decision process if there are overlapping pattern 

classes in the output with membership values. The use of the 

FCM algorithm in the hidden layer for initializing the cluster 

centers allows some patterns belonging to one or more 

classes [36]. Thus, real-life situations are represented more 

accurately than in the classical crisp clustering methods, such 

as k-means. Cluster validity indexes are used to determine the

optimal cluster numbers, i.e., the neuron numbers in the 

hidden layer.

Thw weights between the input and hidden layers are 

initialized by the cluster centers using FCM. In the known 

RBF architecture, even though the input vector does not 

match any pattern in the cluster center, the Gaussian 

distribution function is used, which allows the neuron to 

produce a non-zero response. The main goal in the FRBF 

network is to create a fuzzy partitioning that allows zero 

responses to be generated even if the input vector does not 

match any pattern in the hidden layer. This fuzzy partitioning 

is calculated using the membership function of the FCM. 

However, according to the structure of the function, the 

distance of a pattern to a cluster also depends on its distance 

to all the existing clusters. For this reason, it is necessary to 

change the known RBF architecture by adding another 

neuron (H) to calculate the membership values locally using

equation (5).

ℎ𝑖
(𝑗 )

= (
1

𝑑𝑖𝑗
)

2
𝑚−1 (5)

This auxiliary neuron H is used to feed the total activation 

in the hidden layer to the output layer.

IV. PROPOSED METHOD

A. Data Set

TABLE I: THE DESCRIPTION OF THE FEATURE VECTORS AND VALUES.

# Variable Description Values Normalized

1
Season in which the 

analysis was performed

1. Winter, 2. Spring,

3. Summer, 4. Fall

(-1, -0.33, 

0.33, 1)

2
Age at the time of 
analysis

18-36 (0, 1)

3

Childish diseases (ie, 

chicken pox, measles, 
mumps, polio)  

1. Yes, 2. No (0, 1)

4
Accident or serious 

trauma
1. Yes, 2. No (0, 1)

5 Surgical intervention 1. Yes, 2. No (0, 1)

6
High fevers in the last 

year

1. Less than three 

months ago,
2. More than three 

months ago,

3. No

(-1, 0, 1)

7
Frequency of alcohol 

consumption

1. Several times a 

day,

2. Every day,
3. Several times a 

week

4. Once a week
5. Hardly ever or 

never

(0, 0.2, 0.4, 

0.6, 0.8, 1)

# Variable Description Values Normalized

8 Smoking habit
1. Never
2. Occasional

3. Daily

(-1, 0, 1)

9
Number of hours spent 
sitting per day

1-16 (0, 1)

10 Output
Diagnosis normal,

Altered

(N) 

(O)

The “fertility” data was gathered using a questionnaire 

about daily habits with 100 healthy volunteers aged between 

18 and 36 years old. The feature vectors in the data set were 

obtained by analyzing the questionnaire data using 9 

variables according to the WHO 2010 criteria. A full 

description of the questionnaire and the other attributes can 

be found in [32] . The data set used in this study can also be 

reached from the Machine Learning Repository of California 

Irvine University (UCI) [37]. Table I shows the feature 

vectors of the full data set that will be used as the input 

vectors. The normalized values are written in the parenthesis.

B. Methodology

In this study, we present a novel method to estimate semen 

quality using an FRBF network. The whole algorithm can be 

viewed in Fig. 2.

Fig. 2. The flowchart of the method.

The method consists of two main stages, a training stage 

and a testing stage. After selecting the parameters that train 

the FRBF network, the network will be tested with the 

selected parameters.

The process and training of the FRBF network consists of 

two phases. The first step is to find the center vectors (i.e., the 

number of hidden layer neurons) in the hidden layer and their 

propagation parameters. The second step is to determine the 

weights between the hidden layer and the output. In the 

proposed method, the weights were determined using the 

least mean squares method. Here, the aim is to adapt the 

weights and in this way, minimize the error function. In the 

first step, the center vectors can be selected manually, 

randomly or with the appropriate classification of the data set. 

The suitability of the classification is understood by the 

cluster validity index. There are various cluster validity index 

methods reported in the literature, such as partition 

coefficient, partition entropy, separation index, 

Fukuyama-Sugeno, Xie-Beni and partition coefficient and 

exponential separation (PCAES) [38]. In this study, the 

PCAES cluster validity index is used to determine the cluster 
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number in the hidden layer and the optimal value was found 

to be 5. The center vectors in the hidden layer are specified by 

the FCM algorithm. The optimal value of the fuzziness 

parameter m was determined to be 2.0 in the range [1.5, 3.0] 

with increments of 0.1.

C. Performance and results

In the proposed method, the classification using the FRBF 

network is performed in two stages, training and testing. Data 

from 100 people were randomly shuffled and the data set 

divided into two for these stages, 60 for the training stage and 

40 for the testing stage. The number of hidden layer neurons 

was determined using the PCAES cluster validity index by 

running the FCM algorithm. The fuzziness number of the 

FCM was determined to be 2.0 in the range [1.5, 3.0] with 

increments of 0.1. The proposed FRBF network architecture 

has [9x1] input vectors, 5 hidden layer neurons (center 

vectors) and a one-dimensional output vector that performs 

the binary classification. The overall architecture of the 

proposed FRBF method is given in Fig. 3.

The classification performance of the FRBF network in

this architecture was measured to be 90%. The optimal 

back-propagation training parameters are given in Table II.

TABLE II: THE BACK-PROPAGATION TRAINING PARAMETERS.

Parameters Values

Learning rate 0.01

Epochs 50-100

Weight threshold 1E-8

It shows that the classification performance of the FRBF 

networks was very high according to the MLP, SVM and DT 

methods reported in the literature. The proposed method was 

compared with the other methods in Table III (PPV means 

the positive predicted values and NPV means the negative 

predicted values).

Fig. 3. The architecture of the proposed FRBF method.

TABLE III: THE PERFORMANCE OF THE PROPOSED METHOD.

MLP SVM DT FRBF

Accuracy (%) 69.0 69.0 67.0 90.0

Sensitivity (%) 72.8 73.9 71.7 92.1

Specificity (%) 25.0 12.5 12.5 50.0

PPV (%) 91.8 90.7 90.4 97.2

NPV (%) 7.4 4 3.7 0.25

Due to its high accuracy over the other methods, FRBF can 

be used as an alternative pre-test before applying lab-tests to 

estimate semen quality.

V. CONCLUSIONS

In this study, we have proposed a novel method estimating 

semen quality from lifestyle, environmental factors and daily 

habits using radial basis function neural networks. The data 

was gathered using a questionnaire on the daily habits of 100

young and healthy volunteers. The feature vectors were

determined by analyzing the questionnaire data with 9 

variables according to the WHO 2010 criteria. This data set 

can also be reached from the Machine Learning Repository of 

California Irvine University (UCI). The proposed method 

consists of two stages including training and testing of the 

network. In the training step, the FCM algorithm was 

performed to determine the center vectors and a least mean 

square method was used to adjust the weights. The success of 

the method for estimating semen quality was determined to 

be 90%. This result is more accurate when compared to the 

other methods used, which include MLP, SVM and DT. The 

results show that the proposed method can be applied as a 

practical, fast and cheap alternative method or pre-test before 

applying laboratory tests.
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