
  

 

Abstract—It is a key problem to reach a balance between 

wind power supply and demand in wind power grid.  However, 

the balance is difficult to achieve due to the random and unstable 

characteristics of wind speed. The accurate wind speed and 

power forecast model is needed to be developed. In this paper, 

we design a stacked-locally weighted ensemble method (SLWE) 

for wind speed prediction based on two facts, wind speeds are 

typical of the time series; the neighboring wind speeds are more 

relevant. The previous time prediction is treated as one attribute 

in the prediction of next time wind speed. The architecture of 

SLWE not only considers the diversity but also the accuracy. 

The proposed method is tested on wind speed datasets from 

Jilin, China. Experimental results show the effectiveness of 

SLWE. 

 
Index Terms—Ensemble learning, local learning, stacked, 

wind speed prediction.   

 

I. INTRODUCTION 

In electricity generation, wind energy has become one of 

the most rapid growing renewable energy as it is socially 

beneficial and environmentally friendly. It is a key problem to 

reach a balance between wind power supply and demand. 

However, the balance is difficult to obtain due to the random 

and unstable characteristics of wind speed. A number of 

effective researches have been proposed. The approaches are 

roughly divided into physical methods, statistical methods 

and ensemble methods.  

Physical methods, like Numerical Weather Forecast, 

provide the predictions by considering multiple physical 

conditions. However, physical conditions are difficult to 

obtain [1], [2]. 

For wind speed prediction, statistical methods, such as time 

series, kernel methods, and artificial neural network (ANN), 

have been widely used. In 1991, Daniel et al. first introduced 

a linear method, Regressive Moving Average model, to 

hourly average wind speed prediction [3]. However, wind 

speeds are typical nonlinear time series. In 2010, Li et al. 

compared three ANN methods (linear element, back 

propagation and radial basic function) in 1-h-ahead wind 

speed prediction [4]. Due to robustness of recurrent neural 

network, Zaccheus et al. proposed stacked-recurrent neural 

network for wind speed prediction [5]. Ramasamy applied 
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temperature, air pressure, solar radiation and altitude as inputs 

for ANN model to predict wind speeds. The ANN methods 

have achieved effective results [6]. In 2004, Mohandes et al. 

applied support vector machine (SVM) for wind speed 

prediction. The experiments demonstrate that the 

performance of SVM is better than Multilayer Perceptron in 

wind speed prediction [7]. In 2010, Extreme Learning 

Machine was introduced into SVM for wind speed prediction 

(ELM). The model gets fast convergence rate [8]. Hu and 

Zhang put forward noise-aware SVR models for wind speed 

prediction in 2014 [9]. The noise-aware SVR model is much 

more robust. The above nonlinear methods achieve better 

performance than linear ones.  

To improve the robustness and accuracy, ensemble 

learning is introduced. In 1999, the first ensemble strategy for 

wind prediction is proposed [10]. The strategies, Basic 

Ensemble Method (BEG) [11], MLP neural network [12] and 

mixture density neural network [13], were used for wind 

speed prediction. Ren et al. combined ANN and SVM by 

empirical mode decomposition method [14]. However, the 

weighted coefficients obtained from the above algorithms are 

constant. The same as single models, the idea of constant 

weight models is to find the average state of the whole 

historical data. 

Affected by atmosphere pressure, there uncertain and 

unstable characteristics in wind speed. Chinese 

meteorological department provides 5 typical patterns [15]. 

Using one global model can’t reflect the character of wind 

speeds. Hu and Su clustered the wind speed into different 

clusters through generalized principal component analysis 

and built the wind speed predicting model for each cluster in 

2014 [16]. The experiments showed effective results. 

However, the number of clusters is difficult to obtain, and the 

clusters are difficult to define. In 2010, Acar et al. introduced 

a dynamic weight fusion method. The method finds some 

similar wind speed data of each test point and builds the 

prediction models for each test sample [17]. The experimental 

results show the effectiveness of the dynamic weight method. 

However, the number of similar data is not easy to be 

determined. Both the dynamic weight and cluster-based 

methods are not flexible for the complex task, and the 

methods are time-consuming. In 1992, Leon Bottou and 

Vladimir Vapnik proposed local learning to the complex 

problem [18].  

Considering the dynamic nature of wind speed, we 

introduce local learning into ensemble learning in our last 

work. The base models are selected randomly. However, the 

establishment of base models is not an easy thing in ensemble 

learning. Due to the different characteristic of the base 

models, base models are expected to be diverse. Meanwhile, 
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in order to guarantee a low generation error of ensemble 

learning, the base models should be fairly accurate. It is 

difficult to balance diversity and accuracy for base models 

[19]. In this paper, we propose stacked-locally weighted 

ensemble method (SLWE), which contains two or more 

ensemble layers. In the first layer, eight different models are 

introduced as base modes which are as diverse as possible. In 

the other layers, the establishment of base models is 

interesting. Wind speed samples which are neighborhood 

have a strong correlation. So, when we predict the next mth 

moment wind speed, it is effective to use wind speed 

prediction of (m-1)th moment. Then, the new base models are 

established on the new training data. We treat the new base 

models and the previous layer final predictor as the base 

models of next layer base models. The accuracy of new base 

models is more accurate than previous layer. The essence of 

the proposed method is that it not only ensures diversity but 

also accuracy. The experimental assessment of SLWE is 

carried out on the real dataset, Jilin wind speed farm. The 

results show that five base models are enough. SLWE method 

outperforms other methods, such as single methods and 

constant weighted ensemble methods.  

The remainder of the paper is organized as follows: Section 

II analyzes the data of wind speed. Section III describes the 

proposed stacked-locally weighted ensemble method. Section 

IV presents the experiments. Finally, the conclusion of this 

work was drawn. 

 

II. ANALYSIS OF WIND SPEED 

In this work, Jilin wind farm which stores the wind speed 

from 2011 to 2013 is selected. The average wind speed of 10 

minutes is recorded. Fig. 1 shows partial wind speed in 2011. 

 

 
Fig. 1. Wind speed from Jilin wind farm. 

 

From Fig. 1, the most striking characteristic of wind speed 

is unstable. The wind speed varies from time to time [20]. 

Wind speed model is complex and nonlinear. It is unsuitable 

to build wind speed model by global learning. 

Chinese meteorological department provides 5 typical 

wind speed patterns which are created by k-means clustering, 

shown in Fig. 2 [21]. The wind speed satisfying the same 

function is clustered into one cluster. The Jilin wind speeds 

are roughly divided into 5 clusters. It is wise to build wind 

speed model by local learning. 

It is meaningful to compute the correlation in wind speeds. 

Mutual information is a classic method to calculate the wind 

speeds. Suppose X and Y are discrete variables with different 

time. The mutual information is computed as 
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where 
i

p is the probability. We calculate correlation 

of  1
, ...,

t k t
x x

 
 and 1tx  as k  changes to measure the 

correlation in wind speed time, where tx  is the wind speed at 

time t. The result is given in Fig. 3. There is a strong 

correlation between the neighboring wind speeds. 

 

 
Fig. 2. 5 typical wind speed patterns. 

 

 
Fig. 3. Mutual information with the change of k. 

 

III. MODEL FRAMEWORK  

In this section, the framework of the proposed method, 

SLWE, is introduced. We first try to describe how to select 

the input variables for wind speed prediction. Then the 

architecture of SLWE is described. We generate the input 
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space as  11 10, ,...,t t t tX x x x  , where tx  is the wind speed 

at time t . If we predict next mth moment wind speed, 

t t my x  . The training set can be drawn 

as  1 1
, ,..., , ,..., ,

t t n n
D X y X y X y . n  is the number 

of the training samples. For convenience, we take the 

two-layer locally weighted method as an example. 

A. Architecture of Stacked-Locally Weighted Ensemble 

Learning 

 

 
Fig. 4. Architecture of stacked-locally weighted ensemble model. 

 

Fig. 4 illustrates the framework of the stacked-locally 

weighted ensemble method. The model solves two important 

problems: How to integrate base models and how to generate 

base models. For the former one, we have discussed in our 

former work (LWE). The soft-max function is introduced to 

the fusion strategy. The fusion strategy conforms to the 

characteristics of wind speed. The discriminative function of 

LWE is computed as  
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where  i
f X  is the ith base model and M is the number of 

base models. The parameters 
0
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For the second one, the base models should be diverse and 

accurate in ensemble learning. In the following subsections, 

how to generate base models is described in detail. 

B. Establishment of Base Models 

In two-layer locally weighted ensemble method, we 

establish the base models twice. In first layer, the base models 

are diverse as far as possible. Eight single models (Least 

square regression (LR), mat_primal, ELM, Feed-forward 

neural network (FNN), Elman neural network (ENN), 

Recurrent neural network (LRN), Support Vector Machine 

Regression (SVR), k-Nearest Neighbor algorithm (KNN)) are 

selected as one-layer base models, T1. After intergation, the 

first predictor 0f  is obtained. 

In second layer, previous time prediction is added to ensure 

the accuracy of base models. Wind speed is typical time 

series. There is a strong correlation between wind speeds. The 

previous time wind speed has an impact on current time data 

which is discussed in Section II. When previous time 

prediction is obtained, a new training set is generated by 

adding the prediction to the training data. Then the new 

training data is applied to model different regression models 

(ELM, FNN, ENN, LRN), T2. The final predictors, F , is 

obtained by combing T2 and 0f .  

C. Algorithm of Stacked-Locally Weighted Ensemble 

Learning 

In our former paper, LWE, provides a dynamic ensemble 

method. This method depends on the characteristic of wind 

speed. For accurate wind speed prediction, we formulate the 

algorithm of SLWE when we predict the next mth moment 

wind speed at time t . The important value of the proposed 

architecture considers both diversity and accuracy of base 

models. Here the algorithm of SLWE is proposed. 
 

Algorithm  Stacked-locally Weighted Ensemble algorithm 

1:  Input: Training data D 

2:  Output: Final predictor F 

Begin: 

3:  First layer: Train a set of different models,
 
 

1
1 2
, , ...,

T
L L L

f f f and get 

first layer predictor, 
0

f , through LWE; 

4:  Other layer: Train models,  
11 2

' ' '
, , ...,

T
f f f  , at (m-1)th

 
moment wind 

speed and get new predictor 'f  through LWE; 

5:  Get new training data 'D of mth moment speed by adding new 

feature of 'f ; 

6:  Train different models  
21 2

, , ...,
T

f f f  on 'D ; 

7:  Get final predictor F  by combing  
21 2

, , ...,
T

f f f  and 0f  with 

LWE. 

End 

 

IV. EXPERIMENT AND ANALYSIS  

In this section, we present the performance of SLWE on 

Jilin wind farm. We extract 103680 wind speed samples (two 

years) as training data and 47520 wind speed samples (eleven 

months) as test data. At time t , we generate the input space 

as  11 10, ,...,t t t tX x x x  , where tx  is the wind speed at 

time t . We set the number of attributes as 12. If we predict 

next (m)th moment wind speed, the output is t t my x  . In 

this paper, the next one-hour wind speed is tested. 

We compare SLWE with individual regression method 

(LR, mat_primal, ELM, FNN, ENN, LRN) and global 

ensemble method (BEG fusion strategy, linear fusion strategy 

and LWE) [14]. The criteria, mean absolute error (MAE) and 
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root mean square error (RMSE), are used in wind speed 

prediction [22] 
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where iy is the real value of wind speed ,  
i

F X  is the ith  

final predicted value and tn  is the number of the test 

samples. 

A. Analysis of Base Models 

In order to gain further insight into local behavior of wind 

speed prediction, we display the MAEs of first ten days in 

January, shown in Fig. 5. The base models are diverse. In the 

same day, MAE is different with the different models. In 

different days, the performances of different models are 

diverse. For example, the performances of mat-primal and 

ELM are relatively good in the first day. But, in the second 

day, the performance of mat-primal is the worst among the six 

models. Neither the constant weight ensemble method nor 

global single model reflects the characteristics of wind speed.  
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Fig. 5. One-hour MAEs of individual models in first ten days in January. 

 

B. Selection of Base Models 

Fig. 6 shows the variation of MAE, RMSE and training 

times with the number of base models of the first layer. MAE 

and RMSE seem to be stable when we provide 4 or 5 models. 

With 5 base models, MAE has fallen by 0.096 and RMSE has 

fallen by 0.091. However, the consuming times grows linearly 

with the number of base models. From Fig. 6, five base 

models are enough. In the next layer, we only use ELM, FNN, 

ENN, LRN and previous time prediction as the base models. 
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Fig. 6. MAE, RMSE and training time on one-hour wind speed prediction. 

 

C. Prediction of Wind Speed 

It is curious why SLWE is more effective than first layer 

prediction. In Table I, we see the performance of first layer 

base models and the last layer base models. Obviously, 

corresponding MAE and RMSE are lower in the last layer. To 

illustrate the behavior of SLWE, we compare with single 

model and the fusion methods with BEG, linear fusion 

method (LR) and our former work (LWE) in Table II. Our 

proposed method, SLWE, gets better performance than LRN. 

MAE is reduced by 0.021.The fusion methods is a litter better 

than single. Compared with LWE, MAE is reduced by 0.011 

and RMSE is reduced by 0.02. This evaluates the 

effectiveness of SLWE.  

 
TABLE I: FIRST-LAYER (F) PREDICTION AND OUR PREDICTION (O) OF BASE 

MODELS 

 
MAE RMSE 

FNN ENN LRN ELM FNN ENN LRN ELM 

F 1.049 1.053 1.048 1.055 1.420 1.419 1.416 1.435 

O 1.045 1.049 1.045 1.049 1.413 1.415 1.416 1.435 

 
TABLE II: COMPARISON OF OURS, SINGLE MODELS AND ENSMBLE 

METHODS 

 
Single Models Ensemble Models 

Ours 
LR LRN BEG LR-fusion F-layer 

MAE 1.049 1.048 1.042 1.042 1.038 1.027 

RMSE 1.417 1.416 1.416 1.413 1.412 1.392 

 

In Fig. 7, the predictions SLWE and BEG ensemble 

strategy are shown (upper row). The left side is the medium 

wind speed prediction (>5, <40 m/s) and the right side is the 

slow wind speed prediction (<5 m/s). We see that the 

predicting curve of SLWE is closer to real wind speed than 

that of BEG. The bottle row shows the errors of BEG and 

SLWE. The error of SLWE is closer to zero. 
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Fig. 7. One-hour wind speed prediction and Errors of BEG and SLWE. 

 

V. CONCLUSION 

In this paper, a novel accurate wind speed prediction 

method is presented, SLWE. Regression methods, such as 

FNN, LR, ENN, LRN, ELM, mat_primal, SVM and KNN, 

are selected to define base models. A number of experiments 

on Jilin wind farm confirm the effectiveness of SLWE.  

1) Wind speed varies from time to time. Wind speed 

sequence underlying has different patterns. It is not wise 

to use one global union model for wind speed prediction. 

Try to model wind speed from local method. 

2) The important value of the proposed architecture 

considers both diversity and accuracy of base models. We 
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introduce stacked-locally weighted ensemble method to 

ensure the diversity and accurate.  
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