
  

 

Abstract—Rough set theory is an effective mathematical tool 

to process inaccurate, inconsistent and incomplete information. 

The primary goal of rough set theory has been outlined as a 

classificatory analysis of data: given a data table, rough set 

algorithms induce a set of relevant concepts such as rules 

providing a classification of data. However, these concepts may 

contradict with some priori knowledge in expert system which 

causes problem in reasoning. This paper proposes a 

classification system based on rough set theory and non-revision 

reasoning which tolerates the inconsistency between the 

generated concepts and priori knowledge. This approach 

integrates knowledge from multi-sources without data 

normalizing, which improves the efficiency and the rationality 

of the classification result.  Moreover, integration of knowledge 

instead of data also preserves the information privacy and 

reduces the cost on transfer. 

 
Index Terms—Classification, decision rule, non-revision, 

rough set. 

 

I. INTRODUCTION 

The primary goal of rough set theory has been outlined as a 

classificatory analysis of data: given a data table, rough set 

algorithms induce a set of relevant concepts providing a 

classification of data [1]. It is formulated in terms of 

indiscernibility relations and derived notions of a reduct, a 

decision rule and a decision algorithm used to classify. 

Indiscernibility relations are induced from data table. It 

generates equivalence class of the objects and allows for 

information reduction by selecting sets of attributes of the 

objects preserving classification. The minimal sets of these 

attributes are called reduct. Given a reduct, decision rules can 

be induced from it abstracted from attribute-value descriptors 

provided by the table [1]. Conventional classification system 

based on rough set theory uses these decision rules to decide 

which class a new object belongs to. 

However, in practical application, priori knowledge from 

the expert system is necessary for classification. Rules 

generated by rough set method may contradict with these 

knowledge. In classical logic, if the premise is inconsistent, 

all the derivations from it are meaningless. To solve the 

problem, this paper proposed a non-revision reasoning [2] in 

 
 

Manuscript received June 20, 2015; revised January 14, 2016. This work 

was supported by the national Natural Science Foundation of China 

(61272171; 61371090) and the Fundamental Research Funds for the Central 

Universities (NO. 3132014094) and the China Postdoctoral Science 

Foundation (NO. 2013M541213, 2015T80239) and the Fundamental 

Research Funds for the Central Universities of China (NO. 3132015044).  

The authors are with Dalian Maritime University Dalian 116026, PRC 

(e-mail: zhangsongtt@163.com, ashdeng@dlmu.edu.cn, 

yanpengqu@dlmu.edu.cn).  

classification system drawing the conclusions without any 

derivable reverse. The reasoning generates a unique, 

consistent and closed extension of the knowledge base 

constituted by facts of new object, priori knowledge from 

expert system and decision rules generated from 

multi-sources by rough set method. Compared with 

conventional classification system, it improves the rationality 

of the classification result for the application of priori 

knowledge and multi-sources decision rules. Data from 

different sources needn’t to be normalized. Moreover, 

integration of decision rules instead of data also preserves the 

information privacy and reduces the cost on transfer. 

The rest of the paper is organized as follows. In Section II, 

we briefly introduce the rough set theory. In Section III, we 

study the non-revision reasoning. In Section IV, we construct 

the classification system based on non-revision reasoning and 

rough set theory. In Section V, we give some algorithms for 

the system. Then we introduce a few related works in Section 

VI and summarize in the last section. 

 

II. ROUGH SET THEORY 

 
TABLE I: DECISION SYSTEM OF CARS 

Car Comfort Price Color Sales 

1
x  high high red normal 

2x
 

low low blue normal 

3x
 

normal low red low 

4x
 

high normal blue high 

5x
 

high high red low 

 

Classical rough set theory is formulated in terms of 

indiscernibility relations and derived notions of a reduct, a 

decision rule and a decision algorithm used to classify.  In this 

section, we introduce rough set theory in this order. First, we 

give the formal definition of decision system. Second, 

introduce the basic assumption of rough set theory called 

indiscernibility relations. Then give the definition of reduct 

allowing for information reduction. At last, decision rule of 

classification is discussed. 

A. Decision System 

Definition 1. Decision system is a triple , ,dA U A d , 

where U  is a non-empty finite set of objects called the 

universe of dA  and A  is a non-empty finite set of attributes 

and d  is a distinguished attribute called decision. Any 

attribute a  is a map : aa U V . The set aV  is called the 
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value set of a . The same as any other attribute, d  is a map 

: dd U V . And A ,U A  is called information system. 

A decision system can be expressed as an attribute-value 

data table. For example, Table I is a decision system 

recording the information of secondhand cars. The cars are 

objects. Properties like comfort, price and color are attributes. 

Sales volume is decision. As is known, there are some 

dependency relations between the properties of the car and the 

sales volume. The goal of classification is to discover these 

relations and use them to classify new object. 

B. Indiscernibility Relation 

Definition 2. For an object x U , the information about 

x  borne by the information system A with respect to a set 

B A  of attributes is defined as the B-information set 

     , :BInf x a a x a B  . 

Definition 3. The relation BIND  of the B-indiscernibility 

is defined as follows 

     , B B Bx y IND Inf x Inf y   . 

Equivalence classes  
B

x  of the relation BIND  represent 

elementary portions of knowledge represented by the 

subsystem ,BA U B , for any B A . 

Definition 4. Assuming that X U , for any attribute set 

B , define the B-lower and B-upper approximation of X , 

denoted BX  and BX  as follows 

  :
B

BX x U x X    

and 

  :
B

BX x x X   . 

The set  

 BBN X BX BX   

is called the B-boundary region of X . 

The decision attribute d induces the partition of the 

universe U into equivalence classes of the d-indiscernibility 

relation dIND . Without the loss of generality, assuming that 

  1,2, ,dV k d , the partition 
  1 2, , ,

k d
X X X  of U  

is obtained into decision classes. 

Definition 5. Assuming that dA  is a decision system and 

B A  is a set of attributes,  

       : 1,2 , .B iB
POS d x U i k d x X     . 

The set  BPOS d  is called the B-positive region of d . 

As the above example,  

     2 3comfort
sales ,POS x x , 

     4price
salesPOS x , 

     2 3 4comfort,price
sales , ,POS x x x . 

C. Reduct 

Definition 6. Assuming that Ad is a decision system and the 

set of attribute B A  is called a relative reduct of Ad if 

1)    B APOS d POS d . 

2) B is a minimal set of attributes with respect to the property 
1. 

It has been proved in [3] that finding a minimal relative 

reduct is an NP-hard problem. However, many approaches 

optimize the algorithm. According to the algorithm in [4], we 

can get the reduct of Table I as  comfort,price . It means that 

the color of cars has no influence on the sales volume. The 

concrete process of computing reduct is omitted in this paper 

because it makes no difference to non-revision reasoning. For 

more details, see [4]-[7]. 

D. Decision Rules 

Definition 7. Assume that , ,dA U A d  is a decision 

system. Logic 
dAL  is defined as: 

dAF L  if and only if 

1) F  is an elementary formula where F  is of the form 

 ,a v  where a B  for some B A . 

2) F  is a propositional connection of elementary formulas 
by , ,   . 

The semantics of 
dAL  is defined as 

1)     , :a v x U a x v     . 

2)        , , , ,a v b w a v b w             . 

3)        , , , ,a v b w a v b w             . 

4)    , ,a v U a v         . 

A decision rule for A  is an expression of the form 

 ,d v  , where   is a formula of 
dAL  employing only 

elementary sub-formula of the form  ,a v  with a B  for 

some B A  and the meaning     . Formula   and 

 ,d v  are referred to as the predecessor and the successor of 

the decision rule  ,d v  .  ,d v   is true in Ad if and 

only if    ,d v     . 

Decision rules can be generated from the reduction of the 

decision system which has the same classification as it. The 

reduct of Table I is  comfort,price  from which decision 

rules are generated as 

     comfort, low price, low sales,normal  , 

     comfort,normal price, low sales, low  , 

     comfort,high price,normal sales,high  . 

The accuracy of a rule is the quotient 
   

 

,d v



  
 

while the coverage of the rule is defined as the quotient 

   

 

,

,

d v

d v

    

  

. We can find that if    ,B d v     , the 

accuracy of  ,d v   is 1  while the coverage is on  0,1 . 
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If     ,BBN d v     , the accuracy of  ,d v   is on 

 0,1  while the coverage is on  0,1 . Some approaches like 

[8]-[11] qualify the preference of decision rules by giving a 

quality function mapping accuracy and coverage to a numeric 

degree. 

Decision rules with accuracy less than 1 can be generated 

from Table I as 

     comfort,high price,high sales,normal  , 

     comfort,high price,high sales, low  . 

Decision rules can be used to classify new objects. For 

example, if 
6x  is a car to be classified of which comfort is 

high and price is normal, it can be donated as a formula 

   comfort,high price,normal  of 6x . By matching it with 

the predecessors of the decision rules,  sales,high  can be 

derived as the result of the classification showing that the 

sales volume of 6x  is high.  

However, in practical application, priori knowledge from 

expert system is necessary. These knowledge may contradict 

with the decision rules. In next section, we propose a 

non-revision reasoning tolerating the inconsistency in 

knowledge base. Facts of new objects to be classified, priori 

knowledge from expert system and decision rules generated 

by decision system constitute the knowledge base of it. By 

reasoning, classification result is obtained in the extension set 

of the knowledge base. 

 

III. NON-REVISION REASONING 

Non-revision reasoning proposed in [2] is an effective 

approach to deal with the inconsistency in knowledge-based 

system. This paper applies the work of [12] proposed in 

predicate logic. In non-revision reasoning, inaccurate and 

incomplete knowledge is called “belief”. When the belief 

base is inconsistent, non-revision reasoning method draws the 

conclusions without any derivable reverse. It generates a 

unique, consistent and closed extension set of the belief base 

instead of revising it. In this section, a series of definitions are 

given for the extension set and some properties of it are 

raised. 

A. Extension of Belief Base 

As is assumed in [12], belief is a clause in predicate logic. 

Belief base is a clause set expressed as  . The reasoning 

follows resolution principle R  [13]. All the derivations of the 

resolution and the belief base constitute the set  Con  . 

Definition 8. Belief base is a clause set in predicate logic.  

Definition 9. Assuming that   is clause set,  Con   is 

defined as follow: clause  C Con   if and only if there 

exists a finite sequence of clauses 1 2, , , nC C C , where 

1) For any clause iC  in the sequence, either iC   or there 

are clauses ,s tC C  precede iC  in the sequence, such that 

 ,s t iR C C C . 

2) nC C . 

For example, assume  , ,C D E  , where  

   C P x Q x  , 

 D P a  , 

 E Q a  . 

Then there are three new beliefs can be derived from  : 

   ,F R C D Q a  , 

   ,G R C E P a  , 

   , ,H R D G R E F  □ . 

According to the definition,  

   , , , , ,Con C D E F G H  . 

 Con   is an extension of the belief base closed on R . 

However,  Con   may be inconsistent because empty clause 

can be derived from it. Some definitions are given to deal with 

the inconsistency.  

Definition 10. Justification j  is a double 

   ,Cl j Sup j , where  Cl j  is a clause in  Con   and 

 Sup j  is a clause set containing clauses  in  Con   used to 

derived  Cl j . Call j  a justification of  Cl j . If C  is a 

clause in belief base, then there must be a justification C ,  

of C . 

If a belief is derived from different sources, the system 

produces different justifications to it. As the above example,  

 ,R D G □  and  ,R E F □ . 

□  can be derived from ,D G  and ,E F . So the system 

produces two justifications to □ .  

 ,D G□,  and  ,E F□, . 

Beliefs in belief base are initialized before reasoning, so 

each of them has a justification with empty support set. In this 

example, C . So C  has a justification 

   P x Q x , . 

Definition 11. Assuming that C  is a clause in  Con   

and j  is a justification,  Pre C  and  Qua j  are numerical 

preferences on  0,1 . And define  Pre C  as 

        1 2max , , , nPre C Qua j Qua j Qua j , 

where 1 2, , , nj j j  are all the justifications of C . And define 

 Qua j  as 

      min :Qua j Pre C C Sup j  . 

As the above example,    , , , , ,Con C D E F G H  , the 

Qua  values of the initial justifications are given as 

International Journal of Machine Learning and Computing, Vol. 6, No. 1, February 2016

3



  

   ,Cj P x Q x    0.7 , 

  ,Dj P a    0.5 , 

  ,Ej Q a    0.4 , 

After the reasoning, the preference are modified as 

C :   max 0.7CQua j  , 

D :   max 0.5DQua j  , 

E :   max 0.4EQua j  , 

   , ,Fj Q a C D :     min , 0.5Pre C Pre D  , 

F :   max 0.5FQua j  , 

   , ,Gj P a C E :     min , 0.4Pre C Pre E  , 

G :   max 0.4GQua j  , 

 , ,H 1j D G □ :     min , 0.4Pre D Pre G  , 

 , ,H 2j E F □ :     min , 0.4Pre E Pre F  , 

H :     1 2max , 0.4H HQua j Qua j  . 

Definition 12. Assuming that   is a clause set,  Min   is 

defined as follow: clause  C Min   if and only if C  

and for any clause D ,    Pre C Pre D . 

For example, if  ,C D  , where 

 C P x : 0.4 , 

 D P a  : 0.7 . 

Then    Min C  . 

And if  ,C D  , where 

 C P x : 0.4 , 

 D P a  : 0.4 . 

Then    ,Min C D  . 

Definition 13. Assuming that   is a clause set,  Del   is 

a set defined as follows: clause  C Del   if and only if 

either  C Con   and C =□ , or there exists a clause D  

such that  ΓD Del  and   C Min Sup j  where j  is a 

justification of D . 

Such as    , , , , ,Con C D E F G H   in above example, 

H □  

 , ,H 1j D G □  0.4 , 

 , ,H 2j E F □  0.4 , 

       Min Min ,H 1Sup j D G G  , 

       Min Min ,H 2Sup j E F E  , 

   , ,Gj P a C E , 

       Min Min ,GSup j C E E  , 

  ,Ej Q a   , 

  Min ESup j  . 

According to the definition,    , ,Del H G E  . 

Definition 14. Assuming that   is a clause set, define 

 R   as  

     R Con Del     . 

B. Properties of Extension 

 R   is the extension set of belief base. It has been proved 

in [12] that  R   is unique, closed, consistent, cumulative 

and stable. The epistemic process [14] of  R   is 

convergent. Assuming that   is a belief base, cumulativity 

and stability can be expressed as follows. 

Cumulativity:      C R R R C      . 

Stability:    C R C R C     . 

 

IV. CLASSIFICATION SYSTEM 

The term “classification” concerns any context in which 

some decision is taken or a forecast is made on the basis of 

currently available knowledge or information [1]. This paper 

proposed a classification system based on non-revision 

reasoning and rough set theory. Facts of new objects to be 

classified, priori knowledge and decision rules generated by 

rough set method constitute the belief base of non-revision 

reasoning. It generates a unique, consistent and closed 

extension set of belief base. Beliefs in the extension set 

represented a final or intermediate result of the classification. 

The first step to construct the classification system is to 

translate 
dAL  logic to predicate logic. Second, we need to 

provide quality function of decision rules to denote the 

preference of beliefs in non-revision reasoning. Then 

formulize facts of new object to be classified into single literal 

clause and add them to belief base. After reasoning, 

derivations with single literal in extension set are selected as 

the classification result. If decision rules are generated from 

multi-sources, the reliability of the sources should be 

considered in the quality function and rules from each source 

are added into belief base after translation. 

A. Translation 

According to the definition in Section II, decision rule 

generated by rough set method is an expression of the form 

 ,d v   where   is represented in logic 
dAL , while 

belief in non-revision reasoning is represented as clause in 
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predicate logic. The translation method is firstly to assume 

predicates with the same semantics as 
dAL  and replace 

formulas of it. Then transform these rules into clauses by 

equivalence. This can be formalized as follows. 

For a decision system , ,dA U A d , decision rule 

  Rule ,d v   generated from 
dA  where   is a 

formula of 
dAL can be expressed without the loss of generality 

as 

   1 1, ,k ka v a v     

where 1, , ka a A  and  , 0
ii av V i k   . 

The translation is a process from Rule  to clause 

 RuleCl  by 

1) Replacing  ,i ia v  by predicate 
   ,i ia v

r x  where x  is a 

variable on U . 
   ,i ia v

r x  is true if and only if  i ia x v . 

2) Replacing  ,d v  by predicate  vp x  where x  is a 

variable on U .  vp x  is true if and only if  d x v . 

3) Replacing   by  . 

4) Transforming the rule into clause by equivalence. 

As the example in Section II, the decision rules generated 

from Table I can be translated as 

      1Rule comfort, low price,low sales,normal   , 

      2Rule = comfort,normal price,low sales,low  , 

      3Rule = comfort,high price,normal sales,high  , 

      4Rule = comfort,high price,high sales,normal  , 

      5Rule = comfort,high price,high sales,low  . 

           1 normalcomfort,low price,low
RuleCl r x r x p x    , 

           2 lowcomfort,normal price,low
RuleCl r x r x p x    , 

           3 highcomfort,high price,normal
RuleCl r x r x p x    , 

           4 normalcomfort,high price,high
RuleCl r x r x p x    , 

           5 lowcomfort,high price,high
RuleCl r x r x p x    . 

B. Quality Function 

In non-revision reasoning, the quality of a justification with 

empty support set should be initialized before reasoning. To 

achieve this, we give the quality function which maps the 

coverage and accuracy of the decision rule to a numeric 

degree.  

Definition 15. Assume that rule is a decision rule generated 

from decision system , ,dA U A d . Quality function f  is 

a function from    0,1 0,1  to  0,1 .  

Let     , ,Qua Cl Rule f    , where  

 coverag R ee ul
dA  , 

 accuracy Rule
dA  . 

Some quality functions have been defined in [8]-[11]. We 

apply the function    , 1f            where 

0.5   in this paper. The quality of justifications generated 

from Table I is  

  1Rule , 0.75Qua Cl   , 

  2Rule , 0.75Qua Cl   , 

  3Rule , 1Qua Cl   , 

  4Rule , 0.5Qua Cl   , 

  5Rule , 0.5Qua Cl   . 

C. Classification 

Definition 16. Assuming that clause C ,  literal C  is 

the number of literals in C . Define  Fact   as follow: 

clause  FactC   if and only if  literal 1C  . Define 

 Rule   as follow: clause  RuleC   if and only if 

 literal 1C  . 

Definition 17. Assuming that   is a clause set, 

 MaxC   is defined as follow: clause  MaxC   if 

and only if C  and for any clause D , 

   Pre C Pre D . 

Before classification, facts of new object to be classified 

are added into the belief base. It is represented by the clause 

with single literal recording the information of attribute-value 

of the new object. For example, if 6x  is a car to be classified 

of which comfort is high and  price is normal, it can be 

denoted as a set of clauses 

        Fact 6 6comfort,high price,normal
,r x r x  . 

Assuming that the clause set translated from decision rules 

is Rule  and priori knowledge set from expert system is 

Expert , let belief base 
Fact Rule Expert     . After 

reasoning,  R  is derived. Clauses in 

   Max Fact R     

represent the final results of classification and clauses in 

  Rule R     

represent intermediate results. 

For example of Table I,  

Rule   

          1 2 3 4 5Rule , Rule , Rule , Rule , RuleCl Cl Cl Cl Cl . 
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Assume that 
      Expert highwear,high

r x p x     where 

predicate    wear,high
r x  means that the degree of wear of a car 

is high. 

Assume that  

 Fact , , ,C D E F   

where  

   6comfort,high
C r x , 

   6price,normal
D r x , 

   6color,red
E r x , 

   6wear,high
F r x . 

It means that the new object to be classified is car 6x  with 

high comfort, normal price, red color and high wear. Let 

Fact Rule Expert      and the quality of justifications is  

  1Rule , 0.75Qua Cl   , 

  2Rule , 0.75Qua Cl   , 

  3Rule , 1Qua Cl   , 

  4Rule , 0.5Qua Cl   , 

  5Rule , 0.5Qua Cl   . 

      highwear,normal
, 0.8Qua r x p x    , 

 , 1Qua C   , 

 , 0.75Qua D   , 

 , 0.75Qua E   , 

 , 1Qua F   . 

After reasoning,  

     high 6Fact R p x    , 

      high 6FactMax R p x    . 

So the final result of classification is   high 6p x  which 

means the sales volume of car 6x  is not high. 

D. Multi-sources 

If the decision rules are generated from multi-sources, 

some factors of the sources like data size, achieving approach 

and so on make a difference on reliability of the rules. It 

should be considered in the quality function. 

Assume that  1, ,d dnA A  are a set of decision systems 

and Rulei  is a clause set generated from diA  where 0 i n  .  

 reliability diA  is a number on  0,1  borne the reliability of 

diA . The multi-sources quality function 
Multif  is a function 

from      0,1 0,1 0,1   to  0,1 .  

For RuleRule i , let 

    MultiRule , , ,Qua Cl f     , 

where  

 coverag R ee ul
diA  , 

 accuracy Rule
diA  , 

 reliability diA  . 

Let 
Fact Expert Rulei Rulen       .  

After reasoning, the final result of the classification for 

multi-sources is in    Max Fact R   . 

 

V. COMPLEXITY 

In this section, we give an algorithm of the classification 

system. In algorithm 1, function Reduct  computes the reduct 

of the decision system. Its complexity has been discussed in 

[15], [16]. Function Generate  generates the decision rules to 

the set DecisionRules . Function Translate  translates the 

decision rules to clause set Rule . Function Quality  

computes the Qua  of the justification of clauses in Rule  by 

quality function f . They all run in polynomial time by the 

size of the reduct. Function  R   derives the extension of   

which runs in time  O kn , where n  is the size of  Con   

and k  ranges  1,n  according to the good or bad situation. 

As for  Con  , there is no efficient algorithm running in 

polynomial time because of the complexity of resolution 

reasoning. However, in [12], a threshold   is used to reduce 

the complexity.  

Assuming 
 
is a real number on  0,1 , we define Γ


 as 

follow: belief ΓC   if and only if ΓC  and 

 ,Qua C   .   

When there is not enough time to compute the whole 

 ΓCon ,  ΓCon   can be a second choice. Each belief in 

 ΓCon   has a degree of preference no less than   which is 

more preferred relatively. The value of
 
  can be adjusted 

according to the requirement of time or preference to adapt to 

different application environment.  

Algorithm 1. Classification system 

Input decision system dA  

Input clause set Fact  and Qua  of justifications 

Input priori knowledge set 
Expert  and Qua  of 

justifications 

 Reduct dA   

 DecisonRules = Generate dA  
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 Rule = Translate DecisionRules  

 RuleQuality Γ  

Fact Rule Expert      

 R   

Output    Max Fact R    

For multi-sources classification system, clause sets 

Rule Rule, ,i n   are generated by different agents. Function 

 Multi RuleQuality i  computes Qua  of justification of clauses 

in 
Rulei  by multi-sources quality function Multif . After 

reasoning, the final result of the classification for 

multi-sources is in    Max Fact R   . 

Algorithm 2. Multi-sources classification system 

Input clause sets Rule Rule, ,i n   generated from 

multi-sources 

Input clause set Fact  and Qua  of justifications 

Input priori knowledge set 
Expert  and Qua  of 

justifications 

For 0 i n   do 

 Multi RuleQuality i  

End for 

Fact Expert Rule Rulei n        

 R   

Output    Max Fact R     

 

VI. RELATED WORKS 

Some related approaches on classification such as [17], 

[18] usually concentrate on reduct algorithm of rough set 

theory, which do not take priori knowledge into 

consideration. In real application, priori knowledge plays an 

important role for covering the shortage of rough set method 

which is affected by noise or incomplete information. As the 

above example, decision rules generated from Table I reflex 

the relationship between sales volume and properties like 

comfort and price of the secondhand cars. However, the 

degree of wear is another critical factor on sales volume 

which is not considered in Table I. Priori knowledge extends 

the decision system for classification. It improves the 

rationality of the result.  

Approaches based on rough set theory for multi-agents like 

[19], [20] mainly deal with the problem on sharing data 

between agents. This paper proposes an approach of sharing 

decision rules between agents. Decision rules are general and 

concise without detailed information. They needn’t to be 

normalized, although they may be generated from different 

decision table with different attributes obtained from different 

agents. And the integration of decision rules instead of data 

also preserves the information privacy and reduces the 

transfer cost of the systems based on mass data.  
 

VII. CONCLUSION 

This paper proposes a classification system based on 

non-revision reasoning and rough set theory. It generates 

decision rules for classification from decision table and 

integrates them with priori knowledge from expert system. 

When inconsistency is discovered, non-revision reasoning 

draws the conclusions without any derivable reverse and 

constitutes a unique, consistent and closed extension set 

containing the classification result. This approach integrates 

knowledge from multi-sources without data normalizing, 

which improves the efficiency and the rationality of the 

system. Moreover, integration of knowledge instead of data 

also preserves the information privacy and reduces the cost on 

transfer. 
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