
  

 

Abstract—The use of word representations has been a key 

reason for the success of many NLP tasks. A lot of work has 

focused on improving the learning of word representations, and 

most approaches treat word as atomic unit. However, in some 

languages, for example Chinese, some words cannot be 

recognized correctly. This leads to the corruption of word 

embeddings’ ability to capture semantic information. This 

paper addresses this shortcoming by proposing structured 

embeddings for word representations. Our method utilizes 

sub-word and atomic unit embeddings to represent word 

embeddings. We build structured vectors for Chinese word 

representations based on the method, and evaluateon 

SemEval-2012 Task 4: Measuring Chinese word similarity. The 

result shows that our method is remarkably effective in 

capturing semantic information and outperforms previous best 

performance by a large margin. Our method can be extended to 

the languages which do not have a trivial word segmentation 

process. 

 

Index Terms—Word embeddings, word segmentation, 

semantic information. 

 

I. INTRODUCTION 

Word embeddings have recently demonstrated outstanding 

results across various NLP tasks, such as information 

retrieval [1], search query expansions [2], and representing 

semantics of words [3]. It is rewarding to obtain good 

performance word embeddings. 

To the best of our knowledge, most of the existing learning 

methods aim to obtain English word embeddings and treat 

word as atomic unit [4]. In English and many other languages 

using some form of the Latin alphabet, the space is a good 

approximation of a word divider. 

However, the equivalent to this character is not found in all 

written scripts, and without it word segmentation is a difficult 

problem. Languages which do not have a trivial word 

segmentation process include Chinese and Japanese, where 

sentences but not words are delimited, Thai and Lao, where 

phrases and sentences but not words are delimited, and 

Vietnamese, where syllables but not words are delimited [5]. 

In this case, it is hard to have a "good" segmenter. It is 

almost impossible to segment a sentence perfectly. In fact 

even human has trouble to segment some ambiguous 

sentences.   

For example, the Chinese word “ 素 食 主 义 者 ”, 

corresponding to English word “Vegetarian”, is composed of 

five Chinese characters. To our best knowledge, even state of 

the art cannot recognize it correctly. It can only be recognized 

as three words: “素食”, “主义” and “者”. As a result, we 
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cannot obtain the embeddings of words like “素食主义者”.   

When comes to this linguistic phenomenon, the existing 

method soflearning word embeddings are to replace the word 

that cannot be recognized correctly by a common “unknown” 

token. Under such methods, the ability of word embeddings 

to capture semantic information is corrupted.  

In this paper, we propose novel structured word 

representations based on sub-word and atomic unit 

embeddings. The property of our method is to train language 

models on sub-word and atomic unit level. We define atomic 

unit as one character, and sub-word as the word that is more 

than one character. For example, “素食” and “主义” are 

sub-words and “者” is an atomic unit. And then we represent 

word embeddings as combing its sub-word and atomic unit 

embeddings.  

We take Chinese as an example. We evaluate structured 

word embeddings on SemEval-2012 Task 4: measuring 

Chinese word similarity
1
. Despite its simplicity, our method 

works well in capturing words’ semantic information. The 

experiments results show that using structured word 

embeddings on SemEval-2012 Task 4outperforms the 

previous best performance by a large margin. 

 

II. RELATED WORK 

A word representation is a mathematical object associated 

with each word, often a vector. Each dimension’s value 

corresponds to a feature and might even have a semantic or 

grammatical interpretation, so we call it a word feature [2]. A 

lot of work has been made on this task [6]-[8]. One common 

approach to inducing word representation is to use clustering, 

perhaps hierarchical. This technique was used by a variety of 

researchers [9]-[13]. This leads to a one-hot representation 

over a smaller vocabulary size.  

Neural language models [14], [15], on the other hand, 

induce dense real-valued low-dimensional word embeddings 

using unsupervised approaches. Historically, training and 

testing of neural language models has been slow, scaling as 

the size of the vocabulary for each model computation. Many 

approaches have been proposed to eliminate that linear 

dependency on vocabulary size and allow scaling to very 

large training corpora.  

Collobert and Weston presented a neural language model 

that could be trained over billions of words, because the 

gradient of the loss was computed stochastically over a small 

sample of possible outputs, in a spirit similar to Bengio [16]. 

This neural model of Collobert and Weston was refined and 

presented ingreater depth in [17], [18]. 

It was found that word representations could capture 

meaningful syntactic and semantic regularities in a very 

simple way, such as the singular/plural relation that Vapple - 
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Vapples≈Vcar - Vcars. The regularities are observed as constant 

vector offsets between pairs of words sharing a particular 

relationship. It is also true for a variety of semantic relations, 

as measured by the Sem Eval 2012 task of measuring relation 

similarity [19].  

Vector space word representations have been successfully 

at improving performances across a variety of NLP tasks. 

Much work has been focused on improving word 

embeddings. Socher et al., recently proposed several kinds of 

recursive neural networks language models, such as RNN, 

MV-RNN, RNTN [20]-[24]. Mikolovetal, presented 

language model based on recurrent neural networks [25], 

[26]. Most of the work focuses on improvement of language 

model. Meanwhile, corpus also plays an important role in 

training word embeddings. There are several corpora 

publicly available, most of them are English. 

 

III. LANGUAGE MODEL 

In this section, we describe model architecture for learning 

distributed representations of words that try to minimize 

computational complexity.  

We employed skip-gram model to train sub-word and 

atomic unit embeddings due to its low computational 

complexity. It tries to maximize classification of a word 

based on another word in the same sentence. More precisely, 

it uses each current word as an input to a log-linear classifier 

with continuous projection layer, and predicts words within a 

certain range before and after the current word. Fig. 1 shows 

its graphical representation [26]. 

 

 
Fig. 1. Skip-gram model. 

 

The objective function of Skip-gram model is to maximize 

the average log probability described as formula (1). 

 
 

 
               

 
    

 
                         (1) 

 

where  is the size of the training window. The inner 

summation goes from    to   to compute the log probability 

of correctly predicting the word       given the word in the 

middle   . The outer summationgoes over all words in the 

training corpus.The Skip-gram model is trained through 

using stochastic gradient descent, which is computed via 

back propagation algorithm [27]. 

IV. STRUCTURED WORD REPRESENTATIONS 

We train language model on sub-word level and atomic 

unit level. Then we employ the obtained embeddings to 

represent structured word embeddings. The details of the 

method are described as follows. 

A. Model 

We firstly use maximum matching algorithm [28] to split 

    into one or more sub-words and atomic units. And then 

we represent word embeddings as combining its sub-word 

and atomic-unit embeddings. The final word 

embeddings      is represented as formula (2). 

 

      

               
    

                
    

         (2) 

 

where       
  means the     atomic unit of 

word   ;        
  is the     sub-word of word   ; 

        is normalized function;   is the number of atomic 

units of the word;   is the number of sub-word of the word; 

   and    are two scaling parameters used to prevent either 

pair of sides from dominating the other. Sub-word and atomic 

unit embeddings are special cases of structured word 

embeddings. For example, when one word is composed of 

only one atomic,      and    ; while when one word is 

composed of only one sub-word,     and    . 

Fig. 2 shows the process of obtaining structured word 

representations. The role of WS model in Fig. 2 is to split 

word into sub-word(s) and atomic unit(s). 

 

 
Fig. 2. Of obtaining structured word representations. 

 

For example, the Chinese word “ 素 食 主 义 者 ” 

(corresponding to English word “vegetarian”) cannot be 

recognized correctly. Instead, it is recognized as two 

sub-words and one character (atomic unit), “ 素 食 ” 

(corresponding to “vegetables” in English), “ 主 义 ” 

(corresponding to “doctrine” in English), and “ 者 ” 

(corresponding to “person” in English). The embeddings of 

Chinese word “素食主义者” is represented as formula (3) 

using our method. 

 

   素食主义者             素食        主义   

 1  者                                       (3) 

 

Fig. 3 shows the example on vector space. The vectors 

were projected down to two dimensions using PCA 

algorithm. 

Each part of one word’s components, sub-word or atomic 

unit, has much relation with the word. Our method uses 
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structured embeddings to combine the word’s all components 

embeddings. So the obtained word embeddings are supposed 

to capture the word’s semantic information. This is in line 

with the original idea of word embeddings. Each dimension 

of the embeddings represents a latent feature of the word, 

hopefully capturing useful syntactic and semantic properties. 

 

 
Fig. 3. Example of structured word embeddings. 

 

B. Learning 

Word similarity is employed to evaluate the quality of 

word embeddings. It is thought that the word embeddings is 

reliable in capturing semantic information, if the word 

similarity score obtained via using word embeddings is close 

to human annotators’ judgments. The details about learning 

parameters    and    in formula (2) are described as follows. 

  
 and    

  mean a pair of words. Their center word 

embeddings,     
   and     

  , are obtained via formula 

(2).     is the similarity score given by using        function 

on the pair or words, as illustrated in formula (4).  

 

            
       

                             (4) 

 

While    is the similarity score assigned by human 

annotators. Both   and     are normalized. The objective 

function to maximize is described as formula (5). 

 

            
  

                                  (5) 

 

  is the total number of word pairs. There are various 

algorithms to search the optimal value. We take the 

derivative with respect to the parameters using stochastic 

gradient descent. 

 

V. EXPERIMENT 

In order to illustrate the effectiveness of our method, we 

evaluate the word embeddings obtained through our method 

on word similarity task. We collected Baidu Baike
2
 

documents as the corpus due to its wide range of topics and 

word usages, and its clean organization of document by topic.  

And we employed ICTCLAS
3
 as word segmentation tool. 

We employed word2vec
4
 tool to compute baseline word 

(including sub-word and character) embeddings. 

Word2vecprovides an efficient implementation of skip-gram 

architectures discussed in previous section. Since we had 

 
2http://baike.baidu.com / 
3http://www.ictclas.org/ 
4http://word2vec.googlecode.com/svn/trunk/ 

obtained baseline word embeddings, we used formula (2) to 

build structured word embeddings. We used 50-dimensional 

embeddings. 

A. SemEval-2012 Task 4 

SemEval-2012 Task 4 provides a benchmark for 

evaluating the performance of semantic similarity calculating 

approaches for Chinese word pairs. Trial dataset includes 50 

word-pairs, which are used to learn parameters in our work; 

Test dataset includes 297 word pairs with similarity scores 

estimated by humans [29].  

It also provides an order list, in which all word pairs are 

listed in descending order with similarity scores (i.e., the gold 

order). And any candidate tested approach is requires to give 

similarity scores for each test word pairs, and then list them in 

descending order (i.e., the predicted order). And the better the 

predicted order preserves the order of word pairs in the gold 

order, the better the performance of the tested semantic 

similarity approach is.  

In order to make this comparison easy to calculate, 

SemEval-2012 Task 4 provides a measure, the Kendall Rank 

Correlation Coefficient: 

 

    
       

        
                                 (6) 

 

where   is the number of objects.  and    are two distinct 

orderings of an object in two ranks.        is the minimum 

number of adjacent transpositions needing to bring      
and    [30]. In this metric,   's value ranges from -1 to +1, and 

-1 means that the two ranks are inverse to each other and, +1 

means the identical rank [29]. 

B. Results 

We evaluate the quality of structured word embeddings on 

SemEval-2012 Task 4. Detailed performance of structured 

word embeddings, referred as Structured-E, is given in Table 

I.  We also report the previous results. 

 
TABLE I: RESULTS OF DIFFERENT METHODS ON SEMEVAL-2012 TASK 4 

Method Kendall'sτ coefficient 

Structured-E 0.0643 

MIXCC 0.05 

MIXCD 0.04 

Guo-ngram 0.007 

Guo-words -0.011 

 

From the result, we can see that using structured word 

embedding soutperforms the previous best performance 

MIXCC by a large margin.  

The result shows that structured word embeddings is 

remarkably effective in capturing semantic information.  

 
TABLE II: RESULTS OF STRUCTURED AND BASELINE WORD EMBEDDINGS 

ON SEMEVAL-2012 TASK 4 

Method Spearman’s 

correlation 

Kendall'sτ 

coefficient 

Structured-E 52.79 0.0643 

Base-E 50.58 0.0303 

 

Furthermore, we compare the quality of structured word 

embeddings to baseline word embeddings (referred as 

Base-E) using both Kendall'sτ coefficient and Spearman’s 

rank correlation       . Spearman’s rank correlation is 
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used to gauge how well the relationship between two 

variables, the similarity scores given by various methods and 

the human annotators. The result is shown in Table II.  

The result highlights the fact that structured word 

embeddings can capture more semantic information than 

baseline word embeddings. This is expected since baseline 

word embeddings cannot represent the words that cannot be 

recognized correctly by word segmentation.   

 

VI. CONCLUSION 

This paper has presented novel structured word 

embeddings. Its property is to represent one word’s 

embeddings as combing its sub-word(s) and atomic unit(s) 

embeddings. Our method eliminates the impact brought by 

word segmentation, which is one of difficult problems in 

NLP tasks. The results have shown that structured word 

embeddings is remarkably effective in capturing semantic 

information. 

In this paper, we took Chinese as example. However, it can 

be used to extend to any language which does not have a 

trivial word segmentation process.  A promising direction for 

our further work is to utilize structured word embeddings to 

improve performance of many NLP tasks. 
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