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Abstract—In the field of medical images diagnoses, doctors 

need a valuable second opinion when diagnosing thoracic 

diseases in chest X-rays. Existing methods of interpreting chest 

X-ray images classify them into a list of findings without 

specifying their locations on the images, resulting in 

uninterpretable results. Convolutional Neural Network (CNN) 

is a popular model for thoracic diseases diagnoses, which is a 

deep learning technique that has shown high accuracy in image 

classification and feature detection. In this work, an advanced 

CNN model is proposed to identify 14 findings in chest X-rays. 

For each test image, the intended CNN model should predict a 

bounding box and class for all findings. The classes range from 0 

to 13, with each number corresponding to a specific disease in 

the dataset. The results have demonstrated that the proposed 

model outperforms the CapsNet model with an accuracy of 94% 

in X-ray images classification and labeling. 

 
Index Terms—Convolutional Neural Network (CNN), deep 

learning, CapsNet model, X-ray image diagnoses 

 

I. INTRODUCTION 

Thoracic diseases are serious health problems that plague a 

significant amount of people. Many people die each year from 

thoracic diseases, such as aortic enlargement, calcification, 

and pleural effusion. Thoracic diseases account for more than 

500,000 deaths annually in the United States, which is a high 

death rate [1]. Detecting the thoracic diseases early and 

correctly can help clinicians to improve patient treatment 

effectively. Computerized tomography scans and chest X-ray 

imaging are currently the most widely available radiological 

examinations for screening and detecting thoracic diseases. 

However, the basic chest X-ray scans are preferred as they are 

cheap and fast and expose the patients to little radiation 

compared to other types of scans [2]. Chest X-ray imaging is 

the first diagnostic step for detecting any chest abnormalities. 

Developing an automated system to understand medical 

images and to diagnose thoracic diseases in chest X-ray 

images is needed. Currently, a large number of chest X-rays 

are analyzed almost completely through visual inspection by 

radiologists [2]. The traditional analysis and diagnosis based 

on chest X-rays largely rely on the medical experience of the 

radiologists. With the ever- increasing amount of chest X-ray 

images, handling the workload to read these images can result 

in long treatment periods for patients as well as mistakes even 

for the best practicing doctors [3]. Therefore, it is important to 
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have a computer-aided system to solve these issues and 

automatically detect different findings from chest X-ray 

images. 

Deep learning is a subset of machine learning in artificial 

intelligence that uses network learning capability [4]. Deep 

learning has gained wide attention because of its ability to 

obtain informative feature representation, which can be 

applied to achieve our goals. Deep machine learning 

techniques are becoming more popular due to the ease of 

applying them on X-ray images to detect specific features. 

The ability of some deep learning models to analyze and 

detect images has even reached human-level accuracy. It also 

has been explored in medical image analysis for segmentation 

and classification tasks [5], which has become an important 

part in the medical industry. 

This paper proposes an advanced convolutional neural 

network model to classify thoracic diseases in chest X-ray 

images. A total of 14 thoracic diseases are being classified 

and detected. The proposed solution has a high accuracy rate 

in detecting and localizing findings in each X-ray image and 

can achieve the following two specific aims: 

 Localize and classify different types of thoracic 

abnormalities from chest X-rays. 

 Build a valuable second opinion for doctors that could 

help accurately identify and localize findings on chest 

radiographs. This is done by comparing the performance 

of our models with the CapsNet model. 

The rest of the paper is organized as follows. Section II 

presents the related work. Section III describes the 

methodology of the proposed CNN model. Results and 

performance analyses are discussed in Section IV. Section V 

concludes the work. 

 

II. RELATED WORK 

Convolutional neural network (CNN) is a special 

architecture of artificial neural networks proposed by LeCun 

in 1988, which has been widely applied to a variety of pattern 

recognition, image classification, image recognition, language 

translation, medical diagnostics, etc. [1]. The success of the 

CNN model lays in the fact that it is able to capture hidden 

features of the images through its large number of hidden 

layers. In the literature, researchers have proposed various 

CNN classifiers, such as LeNet-5 in 1998 [6], AlexNet in 

2012 [7], VGG in 2014 [8], Inception V3 in 2015 [9], ResNet 

in 2015 [10], and Xception in 2016 [11]. To overcome the 

performance limitations of image classification, the latest 

CNN architecture, capsules (CapsNet), was proposed by 

Sabour et al. [12] in 2017. One of the aims of this project is to 

compare the accuracy of our model with the CapsNet model. 
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There are several challenges in the image processing of 

chest X-rays, as many of them have irrelevant regions, such as 

neck and arm regions. The main focus should be on the lesion 

location instead of the global image. This challenge requires 

the model to be more flexible when localizing lesions for 

feature extractions [13]. Another challenge is the detection of 

thoracic diseases and their classifications. The complexity of 

thoracic diseases and the limited quality of chest X-ray 

images make the detection process a challenging task. Most 

publicly available chest image datasets have labels, but not 

the locations of the abnormalities that existed in each case. 

The classification of abnormalities in chest X-ray images is 

also a challenge, since chest images may contain multiple 

types of thoracic diseases, and their positions and sizes are 

usually highly diverse [14]. This paper aims to overcome 

those challenges and specify the location of findings in each 

X-ray image, not just classify the images. 

A lot of research and effects have been devoted to the field 

of medical image classification for thoracic disease 

identification in chest X-rays. In the world of medical image 

classification to abnormality identification, deep 

learning-based framework LeNet-5 [15] was used to classify 

MRI images of autism spectrum disorder from normal 

controls. The architecture uses two convolutional layers and 

three fully connected ones with some good results in terms of 

specificity and sensitivity. Some papers have focused on 

extraction of features from chest X-ray images. A new method 

for automatic determination and calculation of the number of 

visible vertebrae in pulmonary X-ray images was developed in 

[16], for the task of tuberculosis detection. The proposed 

method and system were then evaluated by using three X-ray 

lung datasets. It has shown that using the proposed system of 

out-of-distribution detection enhances tuberculosis 

classification results by up to 1.3% for the same classification 

model. The proposed system also allows for automatic 

training of a composite model that considers the X-ray 

radiation level of the image, which is more effective 

compared to the traditional one-part model. A fully 

convolutional network and a deep convolutional neural 

network model were used in [4] to identify bacterial and viral 

pneumonia, which has segmentation, classification, and 

assembly phases. The overall result was low because of the 

unbalanced dataset but it has a better performance on other 

features. Mao et al. [2] introduced a deep generative 

classifier architecture to diagnose thoracic diseases with chest 

X-ray images. The deep generative classifiers contained an 

encoder and a classifier, where the encoder is used to encode 

the input chest X-ray images and the classifier is to classify 

the features of each image. 

Many experiments have been done to compare the 

performance of various CNN models. Karnkawinpong et al. 

[17] studied the performance of three CNN architectures that 

could help in early diagnosis of Tuberculosis infection. The 

authors compared between AlexNet, VGG-16 and CapsNet 

models in terms of classification accuracy. CapsNet was found 

to outperform other models as it is more robust to affine 

transformations compared to those original CNNs that use 

pooling layers. Devnath et al. [18] compared the performance 

of seven models to detect black lung. The models include 

VGG-16 [8], VGG-19 [19], Inception V3 [9], Xception [11], 

ResNet50 [10], DenseNet121 [20], and CheXNet [21]. They 

have observed that the CheXNet model performs better 

overall with a high accuracy of 85%, in comparison to other 

models. 

Our paper is different from other projects as it has a 

consistent dataset that helps to get accurate results. The 

accuracy achieved by all above-mentioned models was no 

higher than 91%. We have demonstrated that our model can 

achieve a higher accuracy and a better performance in 

classifying thoracic diseases in chest X-ray images. 

 

III. METHODOLOGY 

This section describes the methods used in this work, 

including description of the dataset and the system that 

consists of data preprocessing as well as the model 

implementation and training. 

A. Dataset Description 

In this work, VinDr-CXR [22] open dataset of chest X-rays 

with radiologists’ annotation is used, which is collected from 

two major hospitals in Vietnam, Hospital 108 and the Hanoi 

Medical University Hospital. The dataset is divided into a 

training set of 15,000 and a testing set of 3,000. Each scan 

in the training set is labeled by 3 radiologists, while each scan 

in the testing set is labeled by 5 radiologists. At first, we check 

if the 3 radiologists’ opinions differ on any image in the 

training dataset as shown in Figs. 1 and 2. 

We confirm that 3 radiologists’ opinions always match for 

normal-abnormal diagnosis. The results show either 0 (all 

radiologists think it is a normal case) or 1 (all radiologists 

think it is an abnormal case). Some public datasets of chest 

X-ray images, including ChestX-ray14 [14], Padchest [23] 

and CheXpert [24], have been released, and they depend on 

automated rule-based labelers to extract disease labels from 

images. The automated rule-based tool can produce labels on 

a large scale but introduces uncertainty and errors [25]. 

VinDr-CXR is found to be the best choice among these 

datasets as the images are manually annotated by a group of 

17 experienced radiologists, making it more consistent and 

accurate compared to others. 
 

 
Fig. 1. Code to check radiologists’ opinions on X-ray images if normal or 

not. 

 

 
Fig. 2. Radiologists’ opinions in case of normal/abnormal scans. 
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B. Pre-processing of Images 

In this phase, data is analyzed and prepared for training. 

First, we created a histogram in Fig. 3 that indicates the 

number of X-ray scans for each thoracic disease that exists in 

the dataset as well as the number of clear/normal scans. This 

step is helpful to indicate the percentage of training and 

validation set split. 

Secondly, the training-validation set is further randomly 

split into a training set and a validation set, where 2/3 is the 

training set and 1/3 is the validation set. The training set is 

used to train the model and the validation set is used to get a 

sense of how accurate the model is on the images that are not 

being used in the training. A split() method is used for the 

split process in Fig. 4. 

Thirdly, data cleaning is applied to the original images. In 

our experiments, we use Pandas and NumPy [26] software 

libraries in python for data cleaning, which is an image 

processing technique that removes extra parts on both sides of 

the images. Unnecessary parts in the image are cropped 

according to the specified position and dimensions. The drop() 

function is called on our object, passing in the area parameter. 

The axis parameter is 1. This tells Pandas that we want the 

changes to be made directly in our object so it should look for 

the values to be dropped in the columns and rows of the object 

as shown in Fig. 5. 
 

 
Fig. 3. Histogram shows the number of each finding in the dataset. 

 

 
Fig. 4. Code to split data into training and validation sets. 

 

 
Fig. 5. Code to clean the images from unnecessary parts. 

 

C. Model Implementation and Training 

All experiments for model implementation and training are 

conducted on the Kaggle Notebook kernels. They are 

essentially Jupyter notebooks in the browser which obtain 

their processing power from servers in the cloud instead of the 

local machine. The advanced CNN model is built using the 

Keras library and contains 3 types of layers, i.e., 

Convolutional, Max pooling, and SoftMax. The convolutional 

layer is combined with the ReLU function that transfers the 

summed weighted input from the node into the activation of 

the node or output for that input image. The output from the 

convolutional layer is the feature map. The max-pooling layer 

reduces the dimensions of the map produced by the previous 

layer. The SoftMax layer converts a real vector to a vector of 

categorical probabilities and is used for the last layer of a 

classification network because the result could be interpreted 

as a probability distribution. After layers are implemented, 

normalization is done on training, validation, and testing sets 

as shown in Fig. 6. 
 

 
Fig. 6. Code to normalize the testing dataset. 

 

Batch normalization is used to reduce training time by 

normalizing the inputs to a layer for each mini-batch. A 

sigmoid function is the last step of the machine learning model 

that can convert the output into a probability score which is 

easier to work with and interpret. After combining all the 

layers and the activation functions together, the final model is 

shown in Fig. 7. 
 

 
Fig. 7. The advanced CNN model architecture. 

 

 
Fig. 8. Details of the five experiments. 

 

For training and testing of the deep learning model on the 

dataset, k-fold cross validation is used to estimate the 

performance of the model on unseen data. Each experiment 
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contains a different set of training and testing images based on 

the 5-fold cross validation. A comparison is carried out 

among all models’ performance for automated thoracic 

diseases detection. In the experiments, the proposed model 

uses the Keras automated generator during the training. 

Details of the five experiments are tabulated in Fig. 8. 

 

IV. RESULTS AND DISCUSSION 

As a result of the training phase, the proposed model has 

successfully classified and localized 6000 X-ray images with 

an accuracy of 94% success after 7 cycles. The classification is 

done by mapping each X-ray image to a set of class scores, 

with each score corresponding to the probability that the input 

image belongs to a particular class. The class with the highest 

score is chosen as the final prediction. The localization is 

done by training the model to predict the coordinates of the 

bounding boxes, such as the x and y coordinates of the top left 

corner, the width and height of the box, and the class label of 

the object inside the box. Rectangular boxes and labels are 

created to be placed on each X-ray image in the dataset to 

locate the findings as plotted in Fig. 9. 

The results have obtained satisfactory values for both 

accuracy and loss factor. During training, the accuracy value 

has been changing over time, and has reached 94% after the 

last cycle. In the accuracy graph shown in Fig. 10, the line 

with square markers shows the training accuracy performance 

of the network, while the line with circle markers shows the 

test accuracy performance of the network obtained as a result 

of each cycle. The accuracy is calculated using the 

BinaryAccuracy function during each training cycle by 

dividing the number of correct predictions (i.e., true positives 

and true negatives) by the total number of predictions. 
 

 
Fig. 9. Some examples of X-ray images classified and localized by the model 

during training, and the image in the middle indicates no findings found 

(normal). 

 

The loss factor has also increased and decreased over the 

time. It started with 0.35 and ended with about 0.2 in the last 

cycle. In the loss factor graph shown in Fig. 11, the line with 

square markers shows the training loss value of the network, 

while the line with circle markers indicates the test loss value 

of the network obtained as a result of each cycle. The loss is 

calculated using the Binary Cross-entropy class that computes 

the cross-entropy loss between true labels and predicted 

labels. It is defined as: 

loss = y ∗ log(p) + (1 − y) ∗ log(1 − p), 

where y is the true label, p is the predicted probability of the 

positive class. The goal of the training is to minimize this loss 

function. 
 

 
Fig. 10. The accuracy graph for the training and testing performance of the 

advanced CNN model. 

 

 
Fig. 11. The binary loss graph for the training and testing of the advanced 

CNN model. 

 

The performance of the proposed model is compared with 

the popular CapsNet model in terms of accuracy and loss 

value. After 7 training cycles for both models, our model has 

reached a higher accuracy and a lower loss value. The 

comparison is done using the VinDr-CXR [26] dataset on both 

models. The hardware specifications that were used to run 

both models, Processor: Core i5 4590, RAM: 16 GB, GPU: 

GTX1060 6 GB. Our model has achieved a higher accuracy 

of 94% while the CapsNet model is only 91.26%. Meanwhile, 

our model has achieved a lower loss value of 0.16 while the 

CapsNet model is 0.20. The detailed training time, accuracy, 

and loss value are plotted in Figs. 12 and 13, respectively, for 

a comparison purpose between the proposed CNN model and 

the CapsNet model. 
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Fig. 12. The training time, accuracy, and loss value of the proposed CNN 

model. 

 

 
Fig. 13. The training time, accuracy, and loss value of the CapsNet model. 

 

V. CONCLUSION AND FUTURE WORK 

Chest disease is an area where mortality rates are high all 

over the world. Studies of detection and classification of 

thoracic diseases are important. In this study, chest X-ray 

images taken from the VinDr-CXR dataset were performed as 

input data to the implemented model using data normalization 

and data cleaning techniques. In this research, an advanced 

Convolutional Neural Network was proposed, which performs 

thoracic diseases classification and localization on chest 

X-ray images with a low loss rate of 0.2 after 7 training cycles. 

Our model outperforms the CapsNet model with an accuracy 

of 94% and 91.3% for the CapsNet model. This model can 

have a lasting impact on the field of medical images diagnoses 

as it produces a higher accuracy than many other popular CNN 

models. The COVID-19 pandemic has highlighted the need to 

pull all available resources to fight against this virus. Because 

this virus affects an infected patient’s lung, interpreting images 

can be an alternative for diagnosis. This work can help to 

interpret chest X-ray images and detect some early 

abnormalities, as well as be useful to the research community 

in the field of COVID-19 diagnosis. 

As the future work, a bigger dataset will be used for more 

training of the CNN model to get a higher classification 

performance. With a high accuracy and a low loss rate of the 

current model, more training can be conducted to reach an 

even higher accuracy in the future. Additionally, 10-fold 

cross-validation can be employed to obtain a better 

approximation of optimum model accuracy since only 5-fold 

was done in this research. 
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