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Abstract—The objective of this study is to predict the 

customer loyalty of an online travel agency (OTA) using the 

artificial neural network (ANN) approach. Six website quality 

dimensions, i.e., ease of use, security/privacy, information/ 

content, responsiveness, visual appeal, and fulfillment were 

used as independent variables to measure the service quality; 

while the dependent variables were represented by customers’ 

willingness to recommend the services, to revisit/reuse the 

services in the future, and to give positive referral to others. A 

case study was conducted in an Indonesian-based OTA. The 

results of the ANN then were compared with the logistic 

regression model. It was found that the ANN models can 

predict customer loyalty better than the logistic regression 

model as they have higher accuracy and lower root mean 

square error. This study is expected not only to give a 

contribution to the literature towards customers’ loyalty 

prediction but also to give an insight to the managers of OTA 

about how to pursue customer loyalty. 

 

Index Terms—Artificial neural network, customer loyalty, 

logistic regression, online travel agency. 

 

I. INTRODUCTION 

One of the central points of the marketing activities of an 

enterprise is often viewed in terms of development, 

maintenance, or enhancement of customers’ loyalty towards 

its products, both goods and services [1]. Customer loyalty 

constitutes a fundamental goal for strategic market planning 

[2] and represents a vital basis for developing a sustainable 

competitive advantage. In this increasing global competition 

with rapid market entry of innovative products, on the one 

hand, and maturity conditions in certain product markets, on 

the other, the mission of managing customer loyalty has 

emerged as a pivotal managerial challenge [1]. 

Customer loyalty can be defined as the willingness of a 

customer to continue consuming a specific product or service 

[3]. It involves the likelihood of future consumption, 

continued service contracts, reduced possibility of brand 

change, and positive public recommendation [4]. Many 

previous studies showed that higher customer loyalty often 

leads to higher profitability, see for example [5]–[8]. The 

profitability of a firm increased proportionally with the 
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number of loyal customers, and up to 60% of sales to new 

customers could be attributed to word-of-mouth referrals [8]. 

In this highly competitive market, the internet plays an 

important role in people’s life. Some activities that used to be 

done traditionally (off-line), currently, can be done 

unconventionally (online). This phenomenon must bring a 

big change in people’s lifestyle who demand everything 

could be done faster and easier than previously. This 

phenomenon occurs in almost every living activity, including 

shopping behavior. 

Customers’ activity in travelling is also changed, just like 

a shopping behavior. Currently, many people do not want to 

go to the traditional or physical or off-line travel agencies; 

they have switched with online travel agency (OTA), either 

by utilizing mobile application or by web application. In this 

business, customer loyalty is believed to be a primary goal 

since most of the OTA have reward programs which are 

designed to attract and retain the users. In Indonesia, the 

market value of online travel is estimated to reach 372 

trillion IDR or 24.5 billion USD in 2025 [9]. It shows that an 

OTA must struggle in satisfying customers to foster a sense 

of customer loyalty. Therefore, this research attempted to 

predict the customer loyalty of an OTA.  

There are several studies investigated the relationships 

between customer loyalty and website quality (e.g., 

[10]–[12]); hence, in this research, the dimensions of website 

quality were used as determinants to predict customer loyalty. 

To measure website quality, there are several scales used, 

such as SITEQUAL [13], Web-Qual 4.0 [14], WebQualTM 

[15], eTailQ [16], eTransQual [17], [18], as well as 

E-S-QUAL and E-RecS-QUAL scales [19], [20]. However, 

those scales are intended for general purposes, i.e., they are 

not intended to assess particular OTA’s website quality. 

Therefore, in this study, the specific scale to assess website 

quality of OTA was used, which is adopted from the study of 

[10]. 

On the other side, customer loyalty is then represented by 

three dichotomous scaled questions of attitudinal measures of 

customer loyalty, i.e., suggesting the OTA to others, 

revisiting the services of the OTA, and providing a positive 

referral to others for the OTA. These attitudinal measures of 

customer loyalty are shown to be appropriate variables to 

measure customer psychological connection and intention to 

revisit the OTA in the future [3]. 

In this study, an artificial neural network (ANN) approach 

was used to predict customer loyalty. The ANN is a popular 

machine learning technique which is inspired by the neural 
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network of human brain. The network is represented as a 

system of interconnected neurons that can compute various 

values from input information and can learn the intrinsic 

nature of patterns or processes from data sets. The ANN has 

been used by many studies as a tool for predicting, see for 

example [21]–[25]. The development of multi-layer concept 

enables ANN to be selected as a prediction tool besides others 

[22]. Briefly, the network models one input layer, one or 

several hidden layer(s), and one output layer [26], [27]. It has 

been developed as generalizations of mathematical models of 

human cognition or neural biology (see Section 2 for a brief 

description of the ANN). 

The paper is structured as follows. In the following section, 

the research design is presented. It contains the dimensions 

of website quality that were used in this study and a brief 

explanation of the ANN as well as the logistic regression. 

(The results of the ANN would be compared to the logistic 

regression in order to show whether they could gain better 

results or not.) A case study to exhibit the applicability of the 

method is reported in the third section. Finally, a conclusion 

will be presented in the last section. 

 

II. RESEARCH DESIGN 

A. Dimensions of Website Quality of Online Travel 

Agency 

In this study, there are six dimensions that have been used 

to assess the website quality of OTA, i.e., ease of use, 

security/privacy, information/content, responsiveness, visual 

appeal, and fulfillment [10]. These six dimensions are then 

divided into thirty-one attributes. 

The first dimension is the ease of use. It is considered a 

critical component of a customer’s decision to adopt a new 

information technology [28]. Many studies have shown that 

ease of use is an important determinant of the website quality 

(e.g., [13], [15], [29]). This dimension includes eight 

attributes, i.e., (i) the website always work correctly; 

accessibility of the website: (ii) it is easy to get around and 

find what I want on the website, (iii) the website does not 

waste my time, (iv) the website has well-arranged categories, 

(v) I can go to exactly what I want quickly, (vi) the search 

functions on the website are helpful, (vii) I can find what I 

want with a minimum number of clicks, and (viii) it is quick 

and easy to complete a transaction on the website. 

Security/privacy is the second dimension. This dimension 

is not only identified as a major aspect of online transactions 

but also as a major barrier to online purchasing [30], [31]. It 

is defined as the degree to which a customer believes that 

using the website will be free from danger, risk, or doubt. 

This dimension consists of five attributes, i.e., (i) belief that 

the website has adequate security features, (ii) feel safe in the 

transaction with the website, (iii) feel the privacy is protected 

at the website, (iv) belief the website administrators will not 

misuse personal information, and (v) belief that the website 

will not give the information to other sites without 

permission. 

The third dimension is information/content. It is believed 

that up-to-date and good quality of a web page play an 

important role in influencing customer’s perception of 

website quality. The amount of information is also critical to 

attracting visitor to the website. It means that too much or too 

little information leads customer to bypass the page. Many 

studies pointed out that comprehensiveness, uniqueness, 

accuracy, entertainment value, and timeliness of 

information/content will increase customer’s liking of the 

shopping experience (e.g., [32], [33]). This dimension 

comprises of four attributes, namely, (i) reliable information, 

(ii) complete information, (iii) relevant information, and (iv) 

up-to-date information. 

Responsiveness, which is the fourth dimension, refers to 

the ability of online shopping to effectively manage problems 

aroused. It relates to the return policy as well as willingness 

to respond promptly to the requests of the customers. There 

are several studies that note this dimension as a crucial aspect 

in evaluating website quality (e.g., [34]–[36]). This 

dimension consists of five attributes: (i) the website is ready 

and willing to respond to customer needs, (ii) customer 

service personnel are always willing to help the customers, 

(iii) inquiries are answered promptly, (iv) when the 

customers have a problem, the website shows a sincere 

interest in solving it, and (v) the website appreciates 

customer’s business. 

The fifth dimension is visual appeal. The website’s design 

or appearance is believed to be comparable to a physical store 

environment and has great influence on customer’s 

perception. Web page design and aesthetics have been found 

to influence the perceived attractiveness of an electronic 

company [13], [29], [31]. Size and type of font, color 

combinations, animation, sound effect, and readability of the 

texts make a website not only visually attractive but also 

user-friendly. In this study, this dimension is divided into 

five attributes, i.e., (i) the website looks attractive, (ii) 

organized, (iii) the website uses multimedia features properly, 

(iv) uses colors properly, and (vi) fonts properly. 

The last dimension is fulfillment. It refers to the delivery of 

products and/or services within a service level promised 错

误!未找到引用源。, [30], [35]. This dimension comprises of 

four attributes as follows: (i) the customers get what their 

booked from the website, (ii) the website gets bookings 

correct, (iii) the online receipt the customers get at the 

website informs them of the total charges that will be debited 

against their credit card, and (iv) it is easy to track the items 

the customer purchased through the website. Those six 

dimensions were then used to predict customer loyalty by 

employing the ANN approach which will be described briefly 

in the following subsection. 

B. The Artificial Neural Network 

To predict the customer loyalty, the ANN approach was 

employed. The concept of ANN originates from studies of the 

human brain. The human brain is described as highly 

complex, nonlinear, could process parallel and simultaneous 

information, and also believed to be many times faster than 

the fastest digital computers [37].  

There are four assumptions in the ANN approach [38], i.e., 
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(i) information processing occurs at many simple elements 

that are called neurons; (ii) signals are passed between 

neurons over connection links; (iii) each connection link has 

an associated weight, which, in a typical neural net, 

multiplies the signal transmitted; and (iv) each neuron 

applies an activation function (usually nonlinear) to its net 

input (sum of weighted input signals) to determine its output 

signal. 

A typical ANN consists of three main elements (known as 

layers): the input layer, the hidden layer, and the output layer, 

see Fig. 1. Each layer is fully connected to the next layer. 

Except for the input layer, each neuron in the other layers has 

a nonlinear activation function. Each input is then multiplied 

by a weight and is added to the ones coming from the other 

input neurons; the result is added to a constant (known as 

bias). Then, the activation function is used to give the output 

of that specific hidden neuron. A similar set of operations is 

also performed for the output layer. The outputs of the hidden 

neurons are multiplied by the corresponding weights and 

added together and also to bias; the activation function of the 

output neuron is then used to give the output of the ANN 

model. A similar approach is followed when there are more 

model outputs (i.e., output layer neurons). 

 

…

Input 1

Input 2

Input 3

Input n

Output

Input Layer Hidden Layer Output Layer
 

Fig. 1. A schematic of a simple ANN. 

 

In a mathematical form, the neuron can be depicted with 

the pair of equations: 





m

j

jkjk xw
1

          (1) 

and 
 

)( kkk By           (2) 

 

where uk is the linear combiner output due to the input signal 

k; wkj (j = 1, 2, …, m) is the respective weights of neuron k; xj 

(j = 1, 2, …, m) is the input signal; yk is the output signal of 

the neuron k;  is the activation function; and Bk is the bias of 

neuron k. 

The ANN offers many useful properties [37]: 

1) Non-linearity. A neural network is made up of 

interconnected nonlinear neurons. Nonlinearity is an 

important property, especially when the physical 

mechanism responsible for generation of the inputs is 

inherently nonlinear. 

2) Input-output mapping. A neural network learns from the 

examples by constructing an input–output mapping for 

the problem at hand. This approach is similar with a 

nonparametric statistical inference where the arbitrary 

decision boundaries in the inputs are estimated without 

invoking a probabilistic distribution model. 

3) Adaptivity. Neural networks have a built-in capability to 

adapt their synaptic weights to changes in the 

surrounding environment. In particular, a neural 

network trained to operate in a specific environment can 

be easily retrained to deal with minor changes in the 

operating environmental conditions. 

4) Evidential response. A neural network can be designed 

to provide information not only about which particular 

output to select, but also about the confidence in the 

decision made. 

5) Contextual information. Knowledge is represented by 

the very structure and activation state of a neural 

network. Every neuron in the network is potentially 

affected by the global activity of all other neurons in the 

network. Consequently, contextual information is dealt 

with naturally by a neural network. 

6) Fault tolerance. A neural network has a graceful 

degradation in performance rather than catastrophic 

failure. It implies that a neural network has the potential 

to be fault tolerant, or capable of robust computation. 

7) VLSI implement-ability. The massively parallel nature 

of a neural network makes it potentially fast for the 

computation of certain tasks. This same feature makes a 

neural network well suited for implementation using 

very-large-scale-integrated (VLSI) technology. 

8) Uniformity of analysis and design. Neurons, in one form 

or another, represent an ingredient common to all neural 

network; meaning that the network is possible to share 

theories and learning algorithms in many applications. 

The overall model performance of ANN is commonly 

represented by two indicators, i.e., prediction rate and root 

mean square error (RMSE). The first is defined as the 

percentage of correctly predicting output vectors when the 

model is thoroughly trained. It can be calculated as F/N, 

where F is the output vectors that are correctly predicted, and 

N is the total output vectors to be predicted. The RMSE is 

measured by calculating the difference between the actual 

output and the model output as follows: 
 

n

OO

RSME

n

i

i

m

i
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                         (3) 

 

where Oi
a is the actual output for sample i and Oi

m is the 

model output for sample i. 

C.   The Logistic Regression 

To gain more insight regarding the performance of the 

ANN, the results of the ANN model then would be compared 

with the logistic regression model results. The logistic 

regression is similar to multiple regression analysis in that 

one or more independent variables are used to predict a 

single dependent variable. What distinguishes a logistic 

regression model from multiple regression is that the 

dependent variable is nonmetric. It is preferable to 
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discriminant analysis since the logistic regression can 

accommodate all types of independent variables (both metric 

and nonmetric) and do not require the assumption of 

multivariate normality [39]. The logistic regression is 

well-known used for classification and prediction problems, 

see for example [40]–[42]. 

The general model for the logistic regression is as follows: 
 

,...22110   nn XXXY     (4) 

 

where Y is the dependent variable, X1, X2, … Xn is the set of 

independent variables (in this research are the attributes of 

website quality of OTA), β0 is a constant; βj is the regression 

coefficient (j = 1, 2, …, n), and ε is an error term. Note that 

since there are three dependent variables, i.e., three 

dichotomous scaled questions of attitudinal measures of 

customer loyalty, hence, there are three different logistics 

regression models. 

The predicted probabilities of the costumer belong to the 

certain group, i.e., 1 or 0 can be calculated using the formula 

for the cumulative distribution function of the standard 

logistic distribution. For example, the predicted probabilities 

of the customer belong to the group 1 is: 
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where bj (j = 0, 1, …, n) is an unbiased estimator of βj. The 

value can be found by for example employing the method of 

maximum likelihood (see [43] for the detail). 

The logistic function will always produce an S-shaped 

curve so regardless of the value of X [44]. The logistic 

regression model has a logit model that is linear in X, 

therefore, it can only be effective for a linear model and have 

a low performance for a model that has a non-linear input. 

This is one of many different characteristics between a 

logistic regression and the ANN. Even though the ANN with 

no hidden layer is identical to a logistic regression model (if 

the activation function is sigmoidal) due to the nonlinearity 

in the hidden neuron, the output will be a nonlinear function 

of the inputs [45]. In a classification problem, it means that 

the decision boundary can be nonlinear as well, thus, the 

ANN is far more flexible that the logistic regression. 

 

III. CASE STUDY: RESULTS AND DISCUSSION 

The objective of this research is to predict the customer 

loyalty of an OTA according to the website quality 

dimensions using the ANN approach. The object of this 

research is “OTA Z”, an Indonesian-based OTA. A 

quantitative-based survey was conducted to accomplish the 

objective of the study. The survey consists of three parts. The 

first part aims to collect demographic data of the respondents, 

such as age, gender, and occupation. The second part utilizes 

the thirty-one attributes of the website quality. All the 

attributes were measured using the 5-point Likert scale, 

ranging from 1 which represents strongly disagree to 5 which 

represents strongly agree. The last part measures the 

customer loyalty by asking the respondents if they would: (i) 

recommend the OTA to others, (ii) revisit/reuse the services 

of the OTA, and (iii) provide a positive referral to others for 

the OTA. 

The respondents of this survey were required to have 

experience in doing a transaction on the object of the 

research. The potential participants were first approached 

and asked if they agreed to participate in the survey. Four 

hundred twenty-five respondents have participated in this 

survey. The profile of the respondents is shown in Table I. 

The reliability test with Cronbach’s alpha [46] was 

conducted to verify if the respondents’ answers for any 

questions tend to relate one and another. It has been proposed 

that the Cronbach’s alpha can be viewed as the expected 

correlation of two tests that measure the same construct. By 

using this definition, it is implicitly assumed that the average 

correlation of a set of items is an accurate estimate of the 

average correlation of all items that pertain to a certain 

construct or dimension [47]. Suppose that we would like to 

measure a quantity of a dimension W which can be reflected 

as a sum of q attributes: W = Z1 + Z2 + … + Zq, the Cronbach’s 

alpha is defined as [46]: 
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where 2
W is the variance of the observed total test scores of 

each dimension and 2
Zi is the variance of the attribute i for 

the current sample. The results are shown in Table II. Note 

that all of the dimensions have the value of Cronbach’s alpha 

more than 0.6, indicated that the questionnaire being utilized 

is reliable [48]. 

The scores from the answers of the respondents when 

submitting the questionnaire of the OTA’s website quality 

are used to develop an ANN model to predict customer 

loyalty. The model has six inputs that represent each 

dimension of website quality and one output for each 

attitudinal measure of customer loyalty; thus, three different 

models of neural network would be built based on those three 

different questions of attitudinal measures of customer 

loyalty. For the hidden layers and output layers, the sigmoid 

function is used as the activation function as follows: 
 

x

x
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TABLE I: PROFILE OF THE RESPONDENTS 

Variables Categories Percentage (%) 

Gender 
Male 34.35 

Female 65.65 

Age 

(in years) 

<15 0.24 

15 – 24 95.29 

25 – 34 3.06 

45 – 54 0.94 

55 – 64 0.47 

> 65 0 

Occupation 

Freelancer 0.94 

Employee 7.76 

Self-employed 0.48 

Unemployed 0.93 
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Student 89.89 
 

TABLE II: VALUES OF CRONBACH’S ALPHA 

Dimensions Value 

Fulfillment 0.69 

Ease of use 0.82 

Information/content scale 0.82 

Security/privacy 0.88 

Responsiveness 0.91 

Visual appeal 0.88 

 

TABLE III: RESULTS OF THREE ANN MODELS 

Performances 
Will 

Recommend 

Will 

Revisit 

Will Give 

Referral 

RMSE 0.2209 0.2469 0.5410 

Accuracy 95.12% 93.90% 70.73% 

 

To design the ANN structure, it is necessary to determine 

the optimum number of neurons in the hidden layer. The 

number of optimum neurons is obtained by training and 

validating over a range of 1 to 60 hidden neurons. As shown 

in Fig. 2, the value of RMSE decreased with the increased 

number of hidden neurons. A size of 20 hidden neurons is 

chosen to satisfy the trade-off between the model complexity 

and accuracy. In addition, the optimum number of training 

iterations are desired to avoid overfitting. Similar with the 

operations of obtaining the number of hidden neurons, the 

value of RMSE decreased as the number of iterations 

increased (see Fig. 3). The number of 200 training iterations 

is chosen in the end. All of the ANN models are depicted in 

Fig. 4, Fig. 5, and Fig. 6. 

It is a common practice in ANN modeling to train and 

validate the model with two different datasets [37]. Initially, 

the ANN model is trained and tested with a large number of 

data (training data set). In this study, it is used 80% of the 

data as the training dataset. After meeting training accuracy 

requirements, the ANN model is validated using a smaller 

data set which previously was not used in training. The 

performance of the model is shown in Table III. The 

validation results show that the model is able to successfully 

predict customer loyalty. 

The model can predict the customer’s willingness to 

recommend the OTA with high accuracy (95.12%). It also 

could predict the intention of the customer to revisit/reuse the 

services in the future with the value of RMSE 0.2469 and 

accuracy of 93.90%. However, the model predicts the 

willingness of a customer to give a referral to others with only 

70.73% accuracy and RMSE of 0.5410. 

The performance of three ANN models is then compared 

with the logistic regression model, which is a well-known 

statistical method to model dichotomously assessed 

dependent variables. The coefficients, as well as the 

performance of the logistic regression models, are shown in 

Table IV. Note that only the coefficients which are 

significant (p-value < 0.05) are shown in the table. These 

findings show that the ANN models are more reliable than 

the logistic regression model to predict customer loyalty 

because it has higher accuracy and lower RMSE across all 

models. One of the reasons is that the ANN has a nonlinear 

network model, while the logistic regression postulates only 

a linearly additive regression function.  

The high level of flexibility to model a complex problem 

suggest that the ANN could be a powerful alternative tool to 

the conventional statistical methods. However, as [21] 

pointed out, there are still some drawbacks from using the 

ANN to build a classification model. There is a lack of error 

distribution theory associated with the learning mechanism, 

thus, limits the derivation of statistical properties. The 

interpretation of the weights from each neuron is also a non- 

trivial task. The creation of an ANN model is usually open to 

interpretation. Trial and error are still widely used to 

construct the network properties, such as the number of the 

hidden neurons, the number of layers, the number of training 

iteration, etc. 

 

 
Fig. 2. Relationship between the number of hidden neurons with RMSE. 

 

 
Fig. 3. Relationship between the number of training iterations with RMSE. 

 

 
Fig. 4. The ANN model for “will recommend” loyalty measure. 
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Fig. 5. The ANN model for “will revisit” loyalty measure. 

 
Fig. 6. The ANN model for “will give referral” loyalty. 

 
TABLE IV: RESULTS OF LOGISTIC REGRESSION MODELS 

Performances 
Will 

Recommend 
Will Revisit 

Will Give 

Referral 

Constant -3.642 5.725 -3.450 

Fulfillment -0.140 -1.394 0.143 

Ease of use  -0.125  

Information/content  0.666  

Security/privacy  0.451  

Responsiveness -0.195 -0.303 -0.082 

Visual appeal 0.491 -1.393 0.117 

RMSE 0.5061 0.3492 0.6049 

Accuracy 74.39% 87.80% 63.41% 

 

IV. CONCLUSION 

The objective of this study was to predict customer loyalty 

of the OTA based on website quality dimensions using the 

ANN approach. Based on the theoretical perspective, this 

research was aimed to give such contribution to the literature 

of customers’ loyalty prediction especially customer of OTA. 

By using the ANN approach, customer loyalty can be 

predicted using web quality dimensions (i.e., fulfillment, 

ease of use, information/content scale, security/privacy, 

responsiveness and visual appeal) as a set of independent 

variables. The dependent variables are represented by 

customers’ willingness to recommend the services, to 

revisit/reuse the services in the future, and to give a positive 

referral to others. 

The results of the ANN model which are shown in Table 

III outperforms the logistic regression models (shown in 

Table IV) in every dimension, since the results have higher 

accuracy and lower RMSE values. This suggests that the 

ANN models are more accurate for predicting consumer 

loyalty than the logistic regression models. 

This study has important managerial implications. The 

developed model is reliable as an important evaluation tool 

for OTA, especially the website performance of the OTA. 

Because with this evaluation, the manager can determine 

what dimension to focus on to bring an improvement to the 

OTA’s website and what dimension that already has a good 

performance in customers perspective to keep up the good 

performance. 

The study also showed that fulfillment, ease of use, 

information/content scale, security/privacy, responsiveness 

and visual appeal all have effects on customer loyalty in OTA. 

Information/content was the strongest dimension that 

influences the customer to revisit the OTA. Complete and 

accurate information makes customers easier to select the 

customers’ choices that suit their need. Security/privacy was 

the second strongest dimension. Because security/privacy of 

a website will make customers feels secure when they are 

sharing their personal information like credit card 

information, passport number, etc. which are a critical 

information needed to use the OTA services. Visual appeal 

was the third strongest dimensions. Because visual appeal of 

a website (interface) can be viewed as website’ credibility 

that affect customers decision to use the OTA or not. The 

dimensions in this study could be a consideration for OTA in 

website evaluation and improvement. 
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