
  

  
Abstract—There has been a paradigm shift in the design of 

software applications. Each offering is designed as a service that 
can easily integrate with other services. As a result, there are 
large numbers of web services that are constantly created and 
consumed. One of the key challenges is to create relevant 
sub-space domain for web services that can identify the best 
suitable service to perform a task. Web service discovery 
process addresses the problem of selecting the best service. In 
this paper, we propose semi-supervised service community 
discovery on heterogeneous evolving web services data. The 
semi-supervised knowledge about the current time step is 
incorporated into the heterogeneous evolving environment. The 
evolving changes in the web services are captured and service 
community is created based on their prior and current 
knowledge of the web services. Also, the heterogeneous model 
helps us to create a highly relevant evolving sub space taking 
into account the operations and services performed by the web 
services along with the terms used to define the web service 
simultaneously.  
 

Index Terms—Semi-supervised, heterogeneous, co-clustering, 
evolving data, web services.  
 

I. INTRODUCTION 
With the proven benefits of service oriented architecture, 

more and more software development teams are designing 
software offerings as a service. The service oriented 
architecture not only allows easy integration of services 
internally within the product but also provides easy 
integration of services with external products. In the service 
oriented architecture, we have a web service provider 
providing the service and a web service consumer who 
consumes the available web services. The process of finding 
the best service for a given task is known as web service 
discovery. 

The web service discovery process comes into play during 
software development for finding similar existing web 
services, as well as during the execution phase where the 
service consumer is trying to identify or consume the existing 
web service. The public UDDI registry is maintained which 
contains all the information about the web services [1]. A 
web service lookup is performed based on the search 
keywords. 
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This approach is not an efficient one as the search is based 
on keywords and lacks semantic search approach to retrieve 
relevant web services.  

There have been prior efforts on achieving service 
discovery by using the means of service communities.  
Specifically, service community formations are of two types, 
viz., top down approach and the bottom up approach. The top 
down approach imposes requirements on the service provider 
where categories of services are manually defined by domain 
experts.  The bottom up approach on the other hand does not 
impose any requirements on the service providers. The 
earlier approaches while being effective are unable to capture 
the heterogeneous evolving changes in the web service 
community discovery. Moreover, they are completely 
unsupervised. That is, they are incapable of incorporating 
any available domain knowledge for efficient community 
discovery. To this end, we present a novel approach to 
generate service communities, contributions of which can be 
summarized as follows: 

a) The service communities generated using our approach 
capture the evolving nature of web services.  

b) We incorporate user provided semi-supervised 
knowledge in the form of must link and cannot link 
constraints.  

Rest of the paper is organized as follows. Related work is 
covered in Section II. We will explain the proposed frame 
work for service discovery in section III and IV, followed by   
experiments and results in section V. Finally, we conclude in 
Section VI. 

 

II. RELATED WORK 
In this section, we briefly review some of the prior 

research related to web service community discovery.  
Peer to Peer based solution provides a distributed platform 

for the web discovery [1]. It is a decentralized, self 
organizing network of peers where a peer has the look up 
table to route the request as well as a server providing service 
access. The Speed-R system [1] is web service storage and 
discovery system which uses the Peer to Peer model along 
with the ontologies. 

Elgazzar et al. [2] proposed the web service discovery 
approach based on extracting the five parameters from the 
Web Service Definition Language (WSDL) document and 
computing the similarity measure between them. The five 
parameters used were service name, WSDL contents, WSDL 
messages, WSDL ports and WSDL types. Clustering of web 
services is performed and similar services are grouped 
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together based on the quality threshold selected. In [3], a 
similar approach has been adopted using a semantic 
similarity measure.  

An algorithm performing singular value decomposition 
(SVD) based co-clustering to form heterogeneous 
communities was proposed by Yu and Rege [4]. They used 
the term frequency and inverse document term frequency to 
measure similarity between WSDL documents. The SVD 
based co-clustering is not able to handle the multiple 
numbers of communities for operations and services.  
Recently Salunke et al. [5] proposed a semi-supervised 
approach to incorporate user knowledge on the static data and 
perform co-clustering using the block value decomposition 
technique to create service communities.  

As can be seen from the above discussion, these 
approaches deal with static data. That is, they are unable to 
handle and discover the evolving service communities.  

 

III. OVERVIEW OF PROPOSED WORK 

A. Creating the Star Structure Schema of Heterogeneous 
Web Service Data 
We represent the web services data using a star structure 

[6]-[8] where a central data type is connected to other data 
types. Specifically, the data is stored using 2 matrices, viz., 
OT, an operations-terms matrix, and ST, which is a 
services-terms matrix.  

B. Handling the Evolving Web Services Data 
In the evolving environment [9], [10], the data changes at 

each time step. The number of terms, operations and services 
that define the web service may increase or decrease or the 
same words might be used in different domains to define a 
new web service. The clustering algorithm must handle these 
evolving changes in the data at every time step and perform 
clustering of the current data in accordance with the historic 
data [10].  That is, the current clustering must not differ too 
much from the previous clustering results, and should be able 
to capture the shift or drift over multiple time steps [11]. We 
use a parameter α which takes on values between 0 and 1, 
and specifies the emphasis on current or historic data [10], 
[11].  Lower value indicates more emphasis towards historic 
data. As a result, current data is clustered in accordance with 
historic data. Similarly, a value closer to 1 indicates that more 
weight is assigned to the current time step data and the 
clustering is performed according to the current data.  There 
are also different scenarios that need to be handled in the 
evolving environment as we discuss later. 

C. Incorporating the Semi-Supervised Knowledge 
The user provided knowledge about the web services is 

incorporated in the form of must link and cannot link 
constraints [5], [6], [12]-[15] on the web service terms. These 
constraints ensure that similar terms that define a web 
services belonging to the same cluster must be placed 
together and similar terms that define web services belonging 
to different clusters must be placed apart. The current 
semi-supervised knowledge will guide the clustering 
algorithm to cluster similar web services into one cluster.   

D. Creating the Compact Representation 
Most of the real world datasets are sparse in nature. In the 

web service datasets, we have few terms, operations and 
services that define a web service. To efficiently compute the 
lager datasets we use the Colibri technique [16] to perform 
low rank approximation of the web service dataset so that the 
compact representation [17]-[19] preserves the data 
sparseness. The Colibri technique is applied to the OT and ST 
matrices.  

E. Non-Negative Matrix Factorization Based 
Co-Clustering  
We use the non-negative matrix factorization [5], [6], [15], 

[20] approach to perform co-clustering which produces three 
non-negative matrices. Two of these matrices consist of the 
cluster centroids and the third one is the indicator matrix 
which shows the co-relation of the data with its cluster. The 
results obtained using the non negative matrix factorizations 
are intuitive as opposed to the SVD based co-clustering in 
[4]. 
 

IV. A SEMI-SUPERVISED APPROACHFOR WEB SERVICE 
DISCOVERY ON HETEROGENEOUS EVOLVING DATA 

We present a semi-supervised heterogeneous evolving 
frame work for creating service communities. The 
framework captures the changes in the web services over a 
period of time. The initial process is to create the relational 
data matrices, OT and ST. The information about the terms, 
services and operations is extracted from the WSDL 
documents [5]. We performed data preprocessing such as 
removal of stop words and word stemming.  

The star-structured schema of operations, terms and 
services is shown in figure 1. Terms form the central data 
type with operations and services connected to it. The data 
may evolve in various ways, such as the number of terms that 
define a web service may change, or new terms could be 
added or some existing terms can get removed or the terms 
that used to define a service in particular domain could now 
be used to define a new web service in a different domain. 
We create a relational matrix OTt  and STt for every time step. 
Also as the data is evolving we have to make sure the 
dimensions of terms in OTt  and STt  are equal. If the 
dimensions are different, we use Colibri technique to make 
the dimensions of the current time step data and the previous 
time step data equal. If the number of instances in the current 
time step t is greater than the previous time step t-1 we take 
the mean of the features and append it to the t-1 time step data 
to make the number of instances equal. If we use the deletion 
approach to make the number of instances equal we are 
unable to capture the change in the data. Also appending 
some random instances will cause a cluster drift. In the 
second scenario where the number of instances in the current 
time step data is less than the previous time step data we use 
Colibri approach to identify the instances that need to be 
removed from the previous time step data. When the number 
features in the current time step is more than the previous 
time step than we take the mean of the instances and append it 
to the previous time step data. When the number of features 
in the current time step is less than the previous time step we 
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use Colibri to determine the features that are to be removed 
from the previous time step data and make the dimensions 
equal. 

 We then incorporate the user provided semi-supervised 
knowledge in the form of pair wise constraints [21] such as 
must-link (T) and cannot-link (A) constraints for the current 
time step data and obtain the new modified relational 
matrices represented by B [22]. Due to the pair wise 
constraints, the data gets projected in such a way that distance 
between the data points that belong to the same cluster is 
reduced and are brought closer to each other [23]. The 
distance between the data points that belong to the different 
clusters is maximized.  We use the Colibri approach to create 
a low rank approximation of the modified relational matrix B 
which has the user provided knowledge incorporated into it 
and obtain the compact representation represented by Bt.  

Determining the number of clusters in the evolving data is 
a challenging task. We use four different techniques to 
determine the number of clusters in current time step data, 
viz., Krzanowski-Lai [24], Davies-Bouldin index [25], 
Silhouettes [26],[27] and Calinski-Harabasz index [28]. The 
number of clusters is determined by taking a majority of the 
four techniques. Finally we perform the co-clustering using 
the non-negative matrix factorization and obtain the 
clustering of services and operations simultaneously 
represented by P and Q matrices for each time step t.  
 

 
Fig. 1. Semi-supervised co-clustering of heterogeneous start structure 

relational evolving data at time step t and t+1. 

 
In the star-structured schema, the user provided must-link 

and cannot-link constraints are placed on the central type, i.e. 
the terms. As shown in Fig. 1, at current time step t we can 
see the must link and cannot link constraints that are placed 
on the data. At time step t+1, of the two clustering choices, 
the algorithm opts for cut1, so that must link and cannot link 
constraints are not violated. 

In the evolutionary environment we have two costs that 
determine the cost of the cut J. The first cost is the current 
snap shot quality of the current clusters represented by fsq. 
The second cost is the historic cost represented by fhc which 
tells us how well the current clusters are associated with the 
historic clusters. So the total cost is defined as the summation 
of the current and the historic cost which is multiplied by the 
parameter α.  
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The total cost for the cut is determined from the equation 

(1.3) above. We use the non-negative matrix tri-factorization 
approach to obtain the clustering of services and operations 
simultaneously as represented in the following equations. 
The Pm and the Pi matrices indicates the services and 
operations. Q matrix represents the co-relations between the 
services and terms for all the time steps. The total number of 
time steps is S where S >1. 
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V. EXPERIMENTS 
We performed the experiments using the dataset from [4] 

which consists of 384 terms, 72 operations, and 97 services. 
Terms belong to 5 categories, viz., communication, education, 
food, medical and travel.  

In the first experiment, the accuracy is measured in terms 
of micro-accuracy. Fig. 2 shows the plot of co-clustering 
accuracy on the evolving data for each time step t0 to t7 vs. 
accuracy with varying the percentage of constraints. The 
value of α is kept constant at 0.8. At time step t1, 10 percent 
of the terms are shifted from one cluster to another. In the 
next time step t2, 10 percent of the terms are added to a cluster, 
at time step t3, 5 percent of the terms are removed. We can see 
the co-clustering accuracy is reduced at this time step. But at 
the next time step i.e. t4, 10 percent of operations are shifted 
from one cluster to another and shows the algorithms ability 
to perform consistent co-clustering even as the data evolves. 
Also as the percentage of the constraints is increased the 
co-clustering accuracy is improved as we can see the 
accuracy for 0, 1, 2, 3 and 4 percent constraints. The 
constraints are placed on the current data at every time step.  
As we can see the overall accuracy improves when 
constraints are placed. The lowest accuracy is when we 
perform co-clustering without any semi-supervised 
knowledge. i.e. 0 percent constraint. 
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Fig.  3 plots the co-clustering accuracy on the evolving 
web service data where the value of alpha is set to 0.9, 0.5 
and 0.2 to measure if the value of alpha impacts accuracy. 
When the value of alpha is 0.9 it means more importance is 
given to the current time step data while performing 
clustering with respect to historic data. The value of alpha 
equals 0.2 means more importance is given to the historic 
data while clustering the current time step data and the 
current time step data will be clustered according to the 
historic clusters. The value of alpha = 0.5 means equal 
weights are assigned to the current time step data and the 
historic time step data to obtain the cluster.  

 
Fig. 2. Semi-supervised co-clustering accuracy is measured by placing 0, 1, 2 
and 4 percent constraint on evolving web service dataset from time step t0 to 
t7 where the numbers of instances features are shifted, added or removed from 

clusters. 
 

 
Fig. 3. Measuring the semi-supervised co-clustering accuracy by varying the 
value of alpha while keeping the constraint percentage constant on the web 

service dataset. 

 
Fig. 4. Comparing the results when the percentage of evolved instances 

change keeping the constraints and alpha constant on the web service dataset. 
 
In Fig. 4, only 1 percent constraint was placed on the 

evolving web service data and the value of alpha was kept 
same.  The only change was in the percentage of the instances 
that evolve. In the first set, only 5 percent of the instances 
were evolved at each time step t. In the second set, the data 

was evolved by 10 percent at each time step. As we can see, 
the co-clustering accuracy is almost similar in both the runs. 
This implies that the algorithm performs well and provides 
consistent results and is capable of handling the changes in 
the evolving data, even when new terms, services or 
operations are added or removed or shifted from one cluster 
to another. 

This experiment models the real word scenario where the 
data is evolving and the percentage of instances that are 
added or removed or shifted can change. The above 
experiments test the robustness of our proposed approach for 
creating a evolving service community to enable efficient 
web service discovery.  

 

VI. CONCLUSION 
We have presented a novel approach to perform 

semi-supervised co-clustering of heterogeneous evolving 
web services data. The semi-supervised knowledge is 
incorporated in the evolving data by placing the must-link 
and cannot-link constraints on the central data type of the 
current time step. The new relational matrix is then reduced 
into a sparse representation using the Colibri approach and 
finally co-clustering is performed using the non-negative 
matrix factorization technique. 
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