
 
Abstract—Protein-protein interactions play a key role in the 

completion of cellular functions and usually correlate to each 
other in the form of a protein-protein interaction network. In 
this paper, we propose an algorithm to study the protein-
protein interactions using the properties of protein-protein 
interaction networks. First, the algorithm constructs a protein-
protein network according to the two query proteins. All the 
neighbors of the two query proteins obtained from the online 
protein databases are also included in the network. Second, the 
improved network partition algorithm was used to split the 
network into sub networks. Finally, a scoring function was 
proposed based on network clusters to predict the protein-
protein interactions. The experimental results show that the 
scoring function based on the PPI network predicts the 
protein-protein interactions accurately.  

Index Terms—Protein-protein interaction; graph theory; 
score function. 

 

I.  INTRODUCTION  
In a biological system, most of the cellular functions are 

the direct result of the interactions of among proteins. 
Therefore, protein-protein interactions (PPIs) can help us 
understand the biological complexity within an organism. 
For this reason, great efforts have been devoted to the study 
of protein-protein interactions [1]. In particular, 
identification of protein interaction plays a key role in 
computational protein docking, structurally undetermined or 
protein function annotation.1 

PPIs have been extensively studied for decades. Various 
machine learning based methods have been proposed and 
are applied successfully in this field such as SVM [2], HMM 
[3], artificial neural networks [4], Bayesian networks [5,6] 
and so on. Although machine learning has been successfully 
applied to this field, due to the inherent complexity of the 
biological system, the computational interpretation of PPIs 
is biologically questionable. Predictions that only consider 
individual information can not take advantage of the biology 
system for protein function. Graph theory based methods are 
superior in analyzing the protein interactions from the 
network properties. Current graph approaches that find the 
functional related clusters in the networks include spectral 
bisection [7, 8], Girvan and Newman (GN) [8], Kernighan-
Lin (KL) [9] algorithm and hierarchical clustering. The GN 
algorithm is one of the community identification approaches 
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and it has been broadly applied to functional modularity 
identification and pr[otein function predication. Newman 
has improved their algorithms afterwards. Among the 
existing algorithms, the Newman algorithm for community 
discovery is one of the remarkable approaches for 
decomposing networks into modules in complex networks, 
and it has been applied successfully to the biological 
networks [10-13].   

In this paper, we propose a novel method to identify PPIs 
based on the protein-protein interaction network. The 
proposed method lies in two perspectives. One is protein-
protein interaction network built dynamically from online 
databases, and the other is the protein interacting pairs 
extracted from the complicated network based on 
community discovery from the network. The data is queried 
and parsed dynamically to build the protein-protein 
interaction network for query protein pairs. A network 
partition algorithm is used for splitting protein-protein 
interaction network. First, we build the protein-protein 
interaction network through the relationship between the 
query proteins and their neighbors. In the dynamic data 
parsing process, we need to specify the number of layers. 
We dynamically parse a protein and all the neighbors of the 
current protein are put in one layer. We obtain the second 
layer by selecting one neighbor in order so that we can 
continue parsing. The layers will determine the composition 
of the size of the PPI network. When we select one neighbor 
to continue parsing, we obtain the second layer, so the layers 
will determine the composition of the size of the PPI 
network. 

Then we split the protein interaction networks into several 
sub networks. Next, protein pairs are stemmed from 
different sub networks using our algorithm. Finally a scoring 
function based on the properties of the PPI network rather 
than the individual information of the protein pairs is 
established. During the validation we assume that protein 
functions and structures are known for all proteins (fully 
annotated) and the protein interaction networks are known 
for all but one protein. Experimental results show that the 
proposed method can improve the accuracy of the prediction 
of protein-protein interactions. 

 

II. DATA SOURCES  
BioGRID [14] is a publication search based and freely 

accessible PPI database. It covers raw protein data and 
genetic interactions to Saccharomyces cerevisiae, 
Caenorhabditis elegans, Drosophila melanogaster and Homo 
sapien. BioGRID dataset can be downloaded at 
http://www.thebiogrid.org. We use BioGRID dataset, and 
UniProtKB [16] as our data source. 
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III. GOLD STANDARD  
Gold standard is normally used for labeling the protein 

pairs and validating the prediction of PPIs from the database. 
It includes known PPI pairs as positive cases and non-
interacting PPI pairs as negative cases. Selecting gold 
standard and features definitely affect the validity and 
reliability of the prediction of PPIs, so the validity of gold 
standard plays a key role in the quality of PPI predictions. 
However, there is no universal gold standard available in 
PPIs. The most challenging problem is gold standard 
negative sample selection. It is very hard to state the 
negative interactions because the non-interacting protein 
pairs are not easy to verify. Generally, random selection of 
protein pairs is the generic method for negative cases. 
Particularly, the gold standard of positive cases is the 
protein pairs known to be in the same complex. In this paper, 
we use PPIs from BioGRID as gold standard positive cases 
and protein pairs randomly selected from other databases as 
negative cases. Positive cases are selected from 1400 
interactions (physical interactions) from BioGRID.  

On the other hand, we build approximate gold standard 
negative samples using a random selection method from the 
Uni-ProtKB/Swiss-Prot database. In order to ensure the 
identified protein pairs are non-interacting, the protein pairs 
that have known interactions are removed from the selected 
sets. 

One way of selecting negative samples that are non-
interacting protein pairs suggested by researchers is to select 
protein pairs from different cellular localizations [11]. The 
protein pairs in different cellular localization may be 
interacting [7], so we use MIPS [15] to remove the 
interacted pairs out of the negative samples. 

 

IV. METHOD  
By dynamically parsing diverse online protein-protein 

interaction databases, a pair of unknown query proteins can 
form a protein-protein interaction network and the annotated 
information of each protein. The algorithm can be extended 
to gather information from partially annotated proteins. The 
dynamic parsing protein annotation allows more protein 
pairs and more neighbors to be included in the protein-
protein network. Most of annotated proteins provide protein 
neighborhood information. We can also obtain protein 
sequences by dynamic parsing, therefore most useful 
annotated information is available in the protein-protein 
networks. 

 

 

Fig. 1. The protein interaction network based on query protein pairs 
 

After we obtain the protein-protein network, we can use 
the network partition method to partition the PPI network. In 
a PPI network, a protein is represented as a node. The edge 
symbolizes an interaction between corresponding two 
proteins. Given a PPI network N = (V, E) and query protein 
pairs Pa and Pb included in the V, we use the partition 
algorithm [17] to partition N into several sub-networks 
which satisfy community conditions. The process of the 
network partitions are as follows: 

1. Compute the degree of each node in the PPI-network 
2. Remove the nodes whose degree is the maximum in 

the graph. 
3. Ranking the vertex by descending order of the 

degrees in the graph 
4. Select the busiest edge and remove it. The busiest 

edge is the edge that there are maximal numbers of the 
shortest paths which cross the edge. 

5. Repeat 3 and 4 until protein Pa and protein Pb stem 
from different sub-networks. 

6. Obtain a set of sub-networks SubNetSet, where 
SubNetSet={Subnet1, Subnet2, Subneti,  Subnetn} 

We use the Q value which is computed according to 
Equation 1 to evaluate the sub-networks divided by the 
algorithm [6]: 

∑∑ −=
ijk

kiij
i

ij eeeQ                      (1) 

where eij is the edge in the original network that connect 
vertices in subnet i to those in subnet j.  

The biochemical property reflects the bonds between the 
pair of proteins. Therefore it is helpful to predict the protein-
protein interaction by using the biochemical property for the 
protein. The method for extracting biochemical feature from 
the protein sequence is as the following. 

The amino acids are clustered into seven classes 
according to their dipoles and volumes of the side chains. 
Their classification is based on the hypothesis that amino 
acids within the same cluster have similar characteristics. 
Table 1 shows the seven classes clustered by the dipole[11]. 

 
TABLE I: CLASSIFICATION OF AMINO ACIDS BY THE DIPOLE 
1 2 3 4 5 6 7 

Ala, 
Gly, 
Val 

Ile, 
Leu, 
Phe, 
Pro 

Tyr, 
Met, 
Thr, 
Ser 

His, 
Asn, 
Gln, 
Tpr 

Arg 
Lys 

Asp 
Glu 

Cys 

 
We apply three descriptors composition (C), transition (T) 

and distribution (D) [18]. C represents the frequency over a 
certain attribution among seven clusters in a protein 
sequence. T measures the frequency of one property over 
another property. D is the distribution of each property. We 
dynamically obtain the sequence information for each 
protein and calculate the property for each protein according 
to the method above. For instance, from the protein pairs Px 
and Py in a protein-protein interaction network: 

{ }1 2, , , ,x i n xp a a a a whereP subneta= ∈L             (2) 

{ }1 2, , , ,x i n xp b b b b whereP subnetb= ∈L            (3) 

where ai and bi are the values of the feature vector in the 
sequence for protein Px and protein Py, respectively. Let rxy 
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be the correlation coefficient between P and Py which come 
from the subneta and subnetb, respectively.  
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Let ck  be the weight value for subnetk which is calculated 
by Equation 1, and let Sab be the total value of the 
correlation coefficient for all neighbors around the query 
protein Pa and Pb.  
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Since our scoring function is calculated based on the 
protein-protein interaction network which is formed by 
query protein pairs, this scoring function thus includes 
information not only from the sequence of the query protein 
pair but also from the property of the protein-protein 
interaction networks. Therefore, our scoring function 
considers the protein-protein interaction network based on 
the annotated information of individual proteins. The higher 
the score is, the higher the chance that an interaction 
between the query protein pair is true. 

We set a threshold for the scores in order to predict the 
protein-protein interaction; the scores above that threshold 
will be classified as interacting, while the scores below that 
threshold will be classified as non-interacting. We use the 
sensitivity which is the ratio of the true positives over the 
amount of true positives and the false negatives on the 
golden standard dataset to choose the threshold according to 
the performance.  

 

V.  RESULTS 
For the comparison between method [19] and our method 

on the gold standard set, we apply a Receiver Operating 
Characteristic (ROC) curve to assess our method, which is a 
useful technique for estimating the performance of a 
classifier. The ROC curves show that our score function 
based on network is effective.  

 

 
Fig. 2. The comparison for ROC curve of the network and other method, 

the red one is our method and blue one is method[18] 

VI. CONCLUSION 
We provide a novel method with the network score for 

the prediction of protein-protein interactions. Our method 
uses a dynamic parsing to form the protein-protein 
interaction networks online for the query protein pairs. We 
apply a network partition method to divide the PPI network 
into several sub-networks. In the corresponding sub-
networks, we assign sequence property to each protein, and 
find all the neighbors around each query protein. Finally, we 
use the correlate coefficient to calculate the score based on 
the biochemical property for each protein and set the 
threshold for the prediction of the protein-protein 
interactions. The experiment shows that our method 
achieves a good performance in the prediction with protein-
protein network properties. 
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