
  

  
Abstract—In this paper, we present a sign language 

recognition model which does not use any wearable devices for 
object tracking. The system design issues and implementation 
issues such as data representation, feature extraction and 
pattern classification methods are discussed. The proposed data 
representation method for sign language patterns is robust for 
spatio-temporal variances of feature points. We present a 
feature extraction technique which can improve the 
computation speed by reducing the amount of feature data. A 
neural network model which is capable of incremental learning 
is introduced. We have defined a measure which reflects the 
relevance between the feature types and the pattern classes. The 
measure makes it possible to select more effective features 
without any degradation of performance. Through the 
experiments using six types of sign language patterns, the 
proposed model is evaluated empirically. 
 

Index Terms—Sign language recognition, neural network, 
feature extraction, pattern classification.  
 

I. INTRODUCTION 
Many researchers have been working on the recognition of 

various sign languages and gestures, but this research poses 
major difficulties due to the complexity on hand and body 
movements in sign language expression[1]-[3]. Recently 
several approaches to represent the motion information for 
the human action recognition in video have been reported. 
Weinland et al. proposed a human action recognition model 
using 3D volume structures called Motion History Volume 
(MHV) as a free-viewpoint representation for human actions 
in the case of multiple calibrated video cameras [4]. Yilmaz 
et al. proposed a novel action representation method named 
action sketch which is generated from a view-invariant action 
volume [5]. Convolutional neural networks (CNN) have been 
successfully applied to object recognition in 2D images [6]. 
The CNN model is a biologically inspired hierarchical 
multilayered structure, where each sub-layers incorporate 
feature extraction and feature reduction. Thereby, the feature 
extractor can achieve partial invariance of shift, rotation, and 
scale. Simpson introduced a fuzzy min-max (FMM) neural 
network based on fuzzy hyperbox sets representing the data 
clusters [7]. Gabrys et al. developed a general fuzzy min-max 
(GFMM) neural network by integrating the classification and 
clustering features of the original two FMM models and 
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generalizing some features[8]. In our previous works, we 
proposed a weighted fuzzy min-max (WFMM) neural 
network[9] which has a modified activation function.  

In this study, we present a hybrid neural network model for 
sign language recognition. The model consists of two types 
of neural networks, a modified CNN model and the WFMM 
model.  For the feature extraction stage, we use the motion 
history volume which is generated by stacking the motion 
information along the time dimension. The CNN model 
generates a set of feature maps from the three-dimensional 
input data. The modified CNN model is not only robust to 
spatial variance but also to temporal variance. The WFMM 
model classifies activity patterns using the generated feature 
maps. In this paper, we first describe the system structure and 
object representation method. Then we present a modified 
CNN model which has three-dimensional receptive field 
structure for feature extraction. Finally we introduce the 
pattern classification and feature analysis technique using the 
WFMM model and discuss its validity from the experimental 
results. 

 

II. UNDERLYING SYSTEM 
As shown in Fig.1, our underlying system model consists 

of three modules: preprocessing module, feature extraction 
module and pattern classification module. In the 
preprocessing module, the feature regions are detected 
through the skin color analysis process. We have used the 
motion energy data and the motion history data for the feature 
extraction. An extended version of CNN model is used for 
the feature map generation. The model generates a three 
dimensional feature map from the motion history data. For 
the pattern classification, we have adopted the weighted 
FMM model [9] which can provide a feature analysis facility 
using a feature relevance measure. 

 

 
Fig. 1. The underlying face detection system 
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III. FEATURE EXTRACTION 
Convolutional neural networks (CNN) incorporate 

constraints and achieve some degree of shift and deformation 
invariance using spatial subsampling and local receptive 
fields [6]. When an image pattern is input, spatially-localized 
subset of units (receptive fields) are passed through the 
two-dimensional processing element in the subsequent layers. 
The convolution layers have orientation-selective filter banks 
where elementary visual features are extracted from the 
spatial template. The filtered image is then subsampled by the 
subsampling layer. Spatial resolution is reduced in this 
process and certain amount of translation is ignored. 
Therefore, each sub-layer generates a feature map which 
reflects successively larger ranges of the preceding unit. In 
this paper, we introduce an extended version of the CNN for 
temporal feature extraction. The input data for the feature 
extractor are represented as a spatiotemporal volume which is 
described in the previous section. The spatial structure of the 
receptive field in the model is extended along the time axis. 
The center of the three-dimensional processing element shifts 
through the spatial and temporal domain of the cube by two 
positions. Thus, the proposed model is not only robust to 
spatial variance but also to temporal variance. 

The size of the initial feature map used in this research is 
(23 ×  23 ×23). After the input data is processed through the 
feature extractor, a final feature map of size (3 ×  3 ×  3) is 
generated. This feature map becomes the input of the pattern 
classifier. 

Motion history information is used for the feature 
extraction module in our model. We have CNN model to 
extract feature maps form the motion history volume[4]. Fig. 
2 shows an example of the data representations of sign 
patterns in video and the feature map generated from the data. 
In the figure, the direction of time sequence is from the left 
column to the right column. For each frame in the image 
sequence, the object region is cut out by a background 
subtraction and contour detection method. We refer to 
motion as the occurrence of object region pixels between 
contiguous images, i.e. if the object region did not exist at an 
image point (x, y) at time t and appeared at the same location 
at time t+1, it indicates that the point is a region of motion. By 
stacking the motion information along the time dimension, 
we obtain a spatiotemporal volume data. Since motion is to 
occur near the boundary of the object region, the template 
provides a certain degree of shape information as well as the 
direction of the object movement. 

 

 
Fig. 2. An example of the spatio-temporal volume and the feature map 

IV. PATTERN CLASSIFICATION 
The weighted FMM neural network model[9] has been 

used for the pattern classifier of the system. In the model a 
hyperbox is defined as: 

{ , , , , , ( , , , , )}  n
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In the equation, jU  and jV  mean the vectors of the 

minimum and maximum values of hyperbox j, respectively. 

jC  is a set of the mean points for the feature values, and jF  

means a set of frequency of  feature occurrences within a 
hyperbox. The activation function of the network is defined 
as following fuzzy membership function. 
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As shown in the equation, the membership function in the 
model has the weight factor to consider the relevance of each 
feature as different values. In the equation, ijw  is the 

connection weight between i-th feature and j-th hyperbox.  
The parameter ijUγ  and ijVγ  control the slope of the fuzzy 

membership function at the right and left boundaries of the 
feature range, respectively. 

The learning process of the model consists of two 
processes: hyperbox creation and hyperbox expansion. When 
a hyperbox is created, the initial weight value of that is set by 
1.0. During the hyperbox expansion, the weight values are 
adjusted. If the expansion criterion has been met for 
hyperbox jB , , ,ji ji jif u v  and ijc  are adjusted using the 

following equations. 
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The frequency factor increases in proportion to the relative 
size of the feature range, and the mean point value is adjusted 
by considering the expanded feature range. 

 

V. FEATURE ANALYSIS 
This section describes a feature analysis technique for the 

sign pattern recognition.  We have defined two kinds of 
relevance factors using the proposed FMM model as follows: 
RF1(xj, Ck): the relevance factor between a feature value xj 

and a class Ck 

RF2(Xi, Ck): the relevance factor between a feature type Xi 
and a class Ck 

 

The first measure RF1 is defined as Equation (9). In the 
equation, constant BN  and kN  are the total number of 
hyperboxes and the number of hyperboxes that belong to 
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class k, respectively. Therefore if the RF1(xj, Ck) has a 
positive value, it means an excitatory relationship between 

the feature ix  and the class k. But a negative value of RF1(xj, 
Ck) means an inhibitory relationship between them. A list of 
interesting features for a given class can be extracted using 
the RF1 for each feature. 
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In Equation (6), the feature value ix  can be defined as a 
fuzzy interval which consists of min and max values on the 
i-th dimension out of the n-dimension feature space. For an 

arbitrary feature ix , let L
ix  and U

ix  be the min and max 
value, respectively, then the similarity measure S between 
two fuzzy intervals can be defined as Equation (7). 
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In Equation (10), if two fuzzy intervals are all point data, 
then the denominator part of the equation  

( , )U L
i i i iMax x x v u− −  becomes zero. Therefore we 

define the similarity measure in this case as Equation (8).  As 
shown in the equation, the similarity value is 1.0 when two 
intervals are an identical point, and 0 when they indicate two 
different points. 

 

(( , ), ( , ))L U
i i i iS x x u v =  

1 ( )
0

L U
i i i iif x x u v

Otherwise

⎧ = = =⎪
⎨
⎪⎩

         (8) 

 

But if ( , )U L
i i i iMax x x v u− −  is greater than zero, the 

value is determined as described in Equation (9). 
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The second measure RF2 can be defined in terms of RF1 as 
shown in Equation (10). In the equation, Li is the number of 
feature values which belong to i-th feature. 
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The RF2 shown in Equation (10) represents the degree of 
importance of a feature in classifying a given pattern class. 

Therefore it can be utilized to select a more relevance feature 
set for the sign language recognition. 

VI. EXPERIMENTAL RESULTS 
Six types of sign pattern classes (greeting, meet, depart, 

glad, thank you, and very) have been considered for the 
experiments. As shown in Fig. 3, three types of features 
motion energy data, motion history volume, and hand-shape 
features, are used for the system. 

 

 
Fig. 3. The feature sets used in the experiments: (a) motion energy data, (b) 

motion history volume, (c) hand-shape data 
 

The first experiment is to evaluate the recognition rate. A 
total of 120 patterns, 20 patterns for each class, have been 
used for the experiment. Table I shows sign language 
recognition results of the 120 sign patterns. The recognition 
rates are compared for three different models, FMM, MLP 
and the proposed model. The same feature sets have been 
used each model. The proposed model have got better 
recognition results for the given data than the other models 
by 1.6% ~4.9%. 

 

TABLE I: RECOGNITION RATES FOR THREE MODELS: FMM, MLP AND WFMM 

Classifier FMM MLP WFMM 
P1 80 75 80 
P2 65 60 70 
P3 75 75 80 
P4 75 75 75 
P5 90 80 90 
P6 80 80 80 

average 77.5 74.2 79.1 
 

The second experiment is to evaluate the usefulness of the 
feature analysis technique. We have named the pattern set as 
P = {p1, p2, p3, p4, p5, p6}. We have used 25 motion energy 
features , 27 motion history features and 30 hand shape 
features which are named as E = {e1, e2, …. , e25}, M = {m1, 
m2, …. , m27}, and H = {h1, h2, …. , h30}, respectively. 
Table II shows the feature analysis results. As shown in the 
table, 3 most relevant features are listed for each class. 

 

TABLE II: RELEVANCE FACTORS BETWEEN FEATURES AND PATTERN 
CLASSES 

Sign pattern class Relevant features 

p1 (greeting) RF(e12, p1)=0.31, RF(m24,p1)=0.37, 
RF(h20,p1)=0.34 

p2 (meet) RF(e13, p2)=0.29, RF(m23,p2)=0.39, 
RF(h03,p2)=0.41 

p3 (depart) RF(e20, p3)=0.24, RF(m27,p3)=0.41, 
RF(h30,p3)=0.38 

p4 (glad) RF(e09, p4)=0.25, RF(m22,p4)=0.33, 
RF(h11,p4)=0.44 

p5 (thank you) RF(e24, p5)=0.33, RF(m24,p5)=0.37, 
RF(h12,p5)=0.37 

p6 (very) RF(e12, p6)=0.25, RF(m22,p6)=0.39, 
RF(h08,p6)=0.45 
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We have conducted another experiment to evaluate the 
usefulness of the feature analysis technique. We have 
compared the pattern recognition rate as varying the number 
of selected features. Fig.4 shows the result of the experiment. 
As shown in the figure, 38 less relevant features out of the 82 
total features can be removed with less than 3% degradation 
of recognition rate. This result shows that we can reduce the 
number of features to improve the computation speed without 
performance degradation. 

 

 
Fig. 4. Pattern recognition rate as varying the number of selected features 

 

VII. CONCLUSION 
A hybrid neural network for sign language recognition is 

described. The proposed system is implemented using two 
types of neural networks, a modified convolutional neural 
network and a weighted fuzzy min-max network. The basis 
of the data representation is a motion history volume which is 
built by stacking regions of motion information. The 
modified CNN is a bio-inspired feature extractor with three- 
dimensional receptive fields that can accept a spatiotemporal 
template. One of the major advantageous features of 
convolutional neural network is invariant detection capability 
for distorted patterns in the pattern data. The suggested model 
tolerates partial variation of feature points among the spatial 
and time dimension.  

The weighted FMM neural network model is capable of 
utilizing the feature distribution and the frequency factor in 
the learning process as well as the classification process. 
Since the weight factor effectively reflects the relationship 
between feature range and its distribution, the system can 
prevent undesirable performance degradation which may be 
caused by noisy patterns.  Consequently the proposed model 
can provide more robust performance of pattern 
classification in case that the training data set in a given 
problem includes some noise patterns or unusual patterns. 
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