
  

  
Abstract—In this paper we study the problem of protecting 

privacy in the publication of transactional data. Consider a 
collection of transactional data that contains detailed 
information about items bought together by individuals. Even 
after removing all personal characteristics of the buyer, which 
can serve as links to his identity, the publication of such data is 
still subject to privacy attacks from adversaries who have 
partial knowledge about the set. Unlike previous works, we do 
not distinguish data as sensitive and non-sensitive, but we 
consider them both as potential quasi-identifiers and potential 
sensitive data, depending on the point of view of the adversary. 
We define a new version of the anonymity guarantee using 
concept learning. Our anonymization model relies on 
generalization using concept hierarchy and concept learning. 
The proposed algorithms are experimentally evaluated using 
real world datasets.  

 
Index Terms—Privacy preserving, hashing, anonymity, 

concept learning, transactional datasets. 
 

I. INTRODUCTION 
Recently, mining of databases has attracted a growing 

amount of attention in database communities due to its wide 
applicability in retail industries and for improving marketing 
strategy. As pointed out in [1], the progress in barcode 
technology has made it possible for retail organizations to 
collect and store massive amounts of sales data. A record in 
such a data typically consists of the transaction date, the items 
bought in the transaction, and possibly also customer-id if 
such a transaction is made via the use of a credit card or any 
kind of customer card. It is noted that analysis of past 
transaction data can provide valuable information on 
customer buying behavior, and thus improve the quality of 
business decisions. It is essential to collect a sufficient 
amount of sales data before we can draw any meaningful 
conclusion from them. As a result, the amount of these sales 
data tends to be huge.  

We consider the problem of publishing transactional data, 
while preserving the privacy of individuals associated to 
them. Consider a transactional database D, which stores 
information about items purchased at a drug store by various 
customers (patients). We observe that the direct publication 
of D may result in unveiling the identity of the person 
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associated with a particular transaction, if the adversary has 
some partial knowledge about a subset of items purchased by 
that person. Besides this, the major concern is that the 
adversary may also identify the customer’s illness from the 
identified transaction. For example, assume that Thomas 
went to the drug store on a particular day and purchased 
medicines {riboflavin, beplex forte, tiniba and roxid}. 
Assume that some of the medicines (e.g., riboflavin, beplex 
forte) purchased by Thomas were observed by another 
customer, James, who has come to buy medicines at that 
point of time. Unfortunately, James happens to be neighbor 
of Thomas. Thomas would not like James to find out other 
medicines that he bought because if the remaining medicines 
are known there is a likelihood of James identifying the 
illness he is suffering from. However, if the drug store 
decides to publish its transactions and there is only one 
transaction containing {riboflavin, beplex forte}, James can 
infer that this transaction corresponds to Thomas and he can 
find out his complete list of medicines and thereby identify 
the disease as glossitis. This scenario not only reveals other 
items in the transaction but also gives a scope to the adversary 
to identify the illness. 

This motivating example stresses the need to transform the 
original transactional database D to a database D' before 
publication. In practice, we expect the adversary to have only 
partial knowledge about the transactions otherwise there 
would be little sensitive information to hide.  

In summary, this paper proposes a solution using concept 
learning for publishing transactional data sets. It also ensures 
that publishing transactional data does not provide any scope 
for the adversary to gain the identity of the individual. 
Experiments are conducted on adult dataset to verify our 
technique. The results show that our solution is very 
promising in real world applications. 

The rest of this paper is organized as follows. Section 2 
surveys the previous works. Section 3 explains the system 
architecture. Section 4 comprises of proposed model. In 
Section 5, we present an analysis of our approach. Empirical 
study is given in section 6. Section 7 concludes our work and 
points out some possible future directions. 

 

II. RELATED WORK 
Anonymity for relational data has received considerable 

attention due to the need of several organizations to publish 
microdata without revealing the identity of individual records. 
Even if the identifying attributes like name is removed, an 
attacker may be able to associate records with specific 
persons using combinations of other attributes (e.g., Postal 
Code; Gender; birth-date), called quasi-identifiers (QID). 
Two techniques to preserve privacy are generalization and 
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suppression [5]. Generalization replaces their actual QID 
values with more general ones. Suppression excludes some 
QID attributes or entire records (known as outliers) from the 
microdata. k-anonymity is a technique that prevents joining 
attacks by generalizing/suppressing portions of the released 
microdata so that no individual can be uniquely distinguished 
from a group of size k [4], [7].  

The privacy preserving transformation of the microdata is 
referred to as recoding. Two models exist: in global recoding 
[2], a particular detailed value must be mapped to the same 
generalized value in all records. Local recoding, on the other 
hand, allows the same detailed value to be mapped to 
different generalized values in each anonymized group.  

For any anonymity mechanism, it is desirable to define 
some notion of minimality. As to our model, the notion of 
minimal full-domain generalization was defined [3], [4] 
using the distance vector of the domain generalization. 
Informally, this definition says that a full-domain generalized 
private table (PT) is minimal if PT is k-anonymous, and the 
height of the resulting generalization is less than or equal to 
that of any other k-anonymous full-domain generalization. 

Yabo Xu et al [6] model the power of attackers by the 
maximum size of public itemsets that may be acquired as 
prior knowledge, and proposed a novel privacy notion called 
“coherence” suitable for transactional databases.  

Manolis Terrovitis et al [8] proposed the k-anonymization 
problem of set-valued data. They defined the novel concept 
of km-anonymity for such data and analyzed the space of 
possible solutions.  

Our problem is different, since any combination of m items 
(which correspond to attributes) can be used by the attacker 
as a quasi-identifier. In this paper, we focus on specific 
local-recoding model of k-anonymity. Our objective is to find 
the minimal k-anonymous generalization (table) under the 
definition of minimality defined by Samarati [4]. By 
introducing concept learning, we provide a new approach to 
generate minimal k-anonymous tables for transactional 
datasets.  

Definition 1 (k-anonymity): Given a set of QID attributes 
Q1,…….,Qd, released data D' is said to be k-anonymous with 
respect to Q1,…….,Qd if each unique tuple in the projection 
of D' on Q1,…….,Qd occurs at least  k times. 

Definition 2 (Quasi-Identifier): A set of non-sensitive 
attributes {Q1, . . . ,Qw} of a table is called a quasi-identifier if 
these attributes can be linked with external data to uniquely 
identify at least one individual in the general population. 

Definition 3 (Sensitive Attribute): The attributes that 
should not be disclosed directly to the public or may be 
disclosed after disassociating its value with an individual’s 
other information. 

 

III. SYSTEM ARCHITECTURE 
The transactional database D consists of set of transactions 

and would be updated frequently. We consider the users’ 
consent to publish the transactions. To satisfy this constraint 
an extra attribute is appended to the existing database 
specifying users’ consent (UC). The UC is a binary value. 
Binary value ‘0’ indicates that the user is not interested in 
revealing the information. If the user is not interested in 

getting the transaction released, the transaction is totally 
suppressed. If the user gives willingness to publish the 
transaction i.e. UC=1, the transaction is anonymized and then 
published. The transactions are distributed into various 
equivalence classes using hashing. After this, each 
equivalence class is checked for the minimality threshold (k). 
If k is satisfied for all the equivalence classes then each 
bucket of transactions is anonymized using concept learning. 
If k is not satisfied for any of the equivalence class then the 
total transaction dataset is rehashed and the procedure 
continues.  
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Fig. 1. System architecture 

 

IV. PROPOSED MODEL 
Let D be a transactional database containing |D| 

transactions. Let I = {I1, . . . ,I|m|} be a set of items. Each 
transaction T ∊ D is a set of items such that T ⊆ I. I is the 
domain of possible items that can appear in a transaction. 
Each transaction is associated with an identifier TID. A set of 
items is referred to as itemset. An itemset that contains m 
items is an m-itemset. We assume that the database provides 
answers to subset queries, i.e. queries of the form {T | (Qs ⊆ T) 
Λ (T ∊ D)}, where Qs is a set of items from ‘I’ provided by the 
user. The number of query items provided by the user in Qs 
defines the size of the query. We define a database as 
k-anonymous as follows:  

Problem Definition: Given a database D, no adversary 
that has a subset of background knowledge of items of a 
transaction T ∊ D can use these items to identify less than k 
tuples from D. 

In other words, any subset query of size m or less, issued 
by the adversary should return either nothing or more than k 
answers. Note that queries with zero answers are also secure, 
since they correspond to background information that cannot 
be associated to any transaction.  

 In general the structure of the transactional database may 
be in two different ways: (i) Horizontal data format and (ii) 
Vertical data format. In this paper, transactions of database 
are stored in the horizontal format. In horizontal data format, 
the data is represented as tid-itemset format, where tid is the 
transaction identifier and itemset is the set of items the 
transaction contains.  
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TABLE I: THE HORIZONTAL DATA FORMAT OF THE TRANSACTIONAL 
DATABASE D 

Tid Itemset 
T1 {I1, J1, J2} 
T2 {I2, J1} 
T3 {I2, J1, J2} 
T4 {I1, I2, J2} 

 
The items in the transactions are hashed based on the value 

produced by the hash function as ( )1
( ) m

ii
h t Iσ

=
=∑  mod 

n.   
So, the transaction T1 is stored in 2nd location (bucket). 

Similarly, the process is repeated for other transactions in the 
transactional database. Table II indicates the support counts 
of each item. The process of hashing is illustrated in Table III. 
From the Table III, we understand that transactions T1 and T4 
are stored in bucket 2 and transactions T2 and T3 are stored in 
bucket 0. 

Definition 4 (Support Count): The number of transactions 
in which a particular itemset exists, gives the support count, 
denoted by σ. 

 TABLE II: SUPPORT COUNTS 
Item Support count(σ) 

I1 2 
I2 3 
J1 3 
J2 3 

 
TABLE III: APPLYING HASH FUNCTION 

Tid Itemset Sum of the support counts(SSC) SSC mod 3
T1 {I1, J1, J2} 2+3+3=8 2 
T2 {I2, J1} 3+3=6 0 
T3 {I2, J1, J2} 3+3+3=9 0 
T4 {I1, I2, J2} 2+3+3=8 2 

A. Concept Hierarchy 
Much research effort has been found on using concept 

hierarchy towards databases management, text 
categorizations, natural language processing and so on. 
Algorithms on discover associations between different items 
from levels of taxonomy (which is represented in hierarchies) 
was introduced in 1995 as the mining approach for 
generalized association rules [11]. As an example, a keyword 
suggestion approach based on concept hierarchy has been 
proposed [12] to facilitate user’s web search. A data mining 
system has been proposed to induce the classification rules 
using concept hierarchy [13]. Concept Hierarchy can reflect 
the concepts and relationships of a given knowledge domain. 
Such hierarchies are useful towards generalization and 
specialization. Fig. 2 shows sample hierarchy for the above 
set of items in Table I. 

All 

I J 

J2 J1 I2 I1  
Fig. 2. Concept hierarchy 

B. Anonymization Using Concept Learning  
Concept learning is a machine learning concept to 

generalize the items optimally. Each bucket of transactions is 
considered independently and generalized. Initially 
transaction1 is considered as it is and this would be the 
current resultant transaction. Next transaction is considered 
and is matched with the resultant transaction. If it exactly 
matches the resultant transaction remains as it is. If it does not 
match then the set of items that are present in the current 
transaction and not present in the previous transaction are 
added to the previous transaction. This is nothing but simply 
performing a union (U) operation on the two transactions. We 
obtain the resultant transaction. The procedure is repeated 
until a single transaction is obtained such that each 
transaction in the bucket is contained within the resultant 
transaction. The resultant transaction is now generalized 
using the concept hierarchy. The anonymized version for data 
in Table I is given in Table IV.  
Algorithm 1 – Anonymizer 
Input:  Bucket of transactions Bj 
   Concept hierarchy 
Output: Anonymized transactions 
1: Initialize the result to the most specific transaction 
  R = {Ti}  
2: for each transaction Ti+1 in Bj 
3:  for each item Ik in Ti+1 
4:   if item Ik in Ti+1 is contained in R  
5:    do nothing 
6:   else if item Ik is a sibling to one of the  

               items in R generalize both items    
               using the concept hierarchy 

7:  else 
8:   add item Ik to R 
9:     end if 
10:   end for  
11: end for 
12: Publish R for each transaction in Bj 

 
TABLE IV: ANONYMIZED TRANSACTIONS 

Tid Itemset 
T1 {I, J} 
T2 {I2, J} 
T3 {I2, J} 
T4 {I, J} 

Algorithm 2 – Personalized Privacy Preserving 
Input: Transaction database D 

Number of buckets (Equivalence Classes)N 
Hash Function H 
Minimal Anonymity k 

Output: Buckets B0, B1, B2, . . , BN of anonymized transactions 
1: for each distinct items Ix in T 
2:  compute σ(Ix)  
3: for each transaction Ti in D 
4: j ← H(Ti) { j is the index of the bucket} 
5: Bj ← Ti 
6: end for 
7: for each bucket Bj 
8:  if |Bj| < k  
9:   N = N + 1 
10:  go to step 3 
11:    end if 
12: end for 
13: for each bucket Bj in the hash table 
14: call Anonymizer(Bj) 
15: end for 
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C. Algorithm for Personalized Privacy Publishing 
The algorithm starts by considering the transaction set, 

number of buckets, hash function and minimal anonymity as 
input parameters and distributes the data uniformly into all 
buckets satisfying the minimal anonymity ‘k’. The support 
count of each distinct item in the transaction set is computed. 
This support count is used as the weight of the item. The hash 
function is applied to each transaction independently by 
computing the residue of the sum of the support counts of all 
the items in the transaction (SSC) divided by the number of 
buckets (N). The residue generated is the bucket address. 
Each bucket of data is called a hash equivalence class. 
Depending on the residue produced, the transaction is 
mapped to the respective bucket. The process is repeated for 
all the transactions. Now, each bucket is checked for minimal 
anonymity (k). If all the buckets satisfy minimal anonymity 
then the transactions in each equivalence class is anonymized 
using the concept hierarchy and is published.  

 

V. ANALYSIS 

A. Privacy 
The privacy metric depends on the level of anonymization. 

The strength of privacy is given by the distribution of 
transactions into equivalence classes and the anonymization 
of transactions in each equivalence class. The privacy gain of 
an item x in transaction T is defined in (1). 

( )

( )

( )

0, 1

,

x

x

x

N
PG

N CH Otherwise

=
=
⎧ ⎫⎪ ⎪
⎨ ⎬
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      (1) 

where Nx is the node of the item generalization hierarchy 
where x is generalized. |Nx| is the number of leaves under Nx 
and |CH| is the number of leaves in the concept hierarchy. If 
the item being published is at the leaf level it implies that 
privacy is not being provided and the privacy gain is zero. On 
the other hand, if the published item is a non-leaf node then it 
denotes that the item is being secured and some amount of 
privacy is being provided as specified in (1). 

The privacy gain for the whole database is measured by 
computing the privacy gain of generalized item in each 
transaction. The usage of local recoding prevents the 
generalization of an item to be non-uniform and varies for 
each equivalence class. The privacy gain of each transaction 
T (PG(T)), of an item x in the entire database (PG(x∊D)) and of 
the entire database D (PG(D)) is given in (2), (3) and (4) 
respectively. 
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T
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where |T| is the size of the transaction, σ(x) is the total number 

of occurrences of item x in the database D and |D| is the size 
of the transactional database to be published. The value lies in 
between 0 and 1 where ‘0’ implies no privacy gain and ‘1’ 
implies complete privacy gain. 

B. Information Loss 
All privacy-preserving transformations cause information 

loss, which must be minimized in order to maintain the ability 
to extract meaningful information from the published data. A 
variety of information loss metrics have been proposed. The 
Classification Metric (CM) [10] is suitable when the purpose 
of the anonymized data is to train a classifier, whereas the 
Discernibility Metric (DM) [9] measures the cardinality of 
the anonymized groups. More accurate is the Generalized 
Loss Metric [10] and the similar Normalized Certainty 
Penalty (NCP) [5]. In the case of categorical attributes NCP is 
defined with respect to the hierarchy. On the similar 
guidelines, the information loss is defined in (5). Let x be an 
item in T. Then:  

( )
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x

x

x
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N CH Otherwise

=
=
⎧ ⎫⎪ ⎪
⎨ ⎬
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     (5) 

where Nx is the node of the item generalization hierarchy 
where I is generalized. |Nx| and |CH| are the number of leaves 
under Nx and in the entire hierarchy, respectively. Intuitively, 
the IL tries to capture the degree of generalization of each 
item, by considering the ratio of the total items in the domain 
that are indistinguishable from it. For example, in the 
hierarchy of Fig. 2, if I1 is generalized to I in a transaction T, 
the information loss IL(I1) is 2/4.  

The information loss for the whole database weighs the 
information loss of each generalized item in each transaction. 
Since local recoding is used, the generalization of an item 
will not be common for the total database. It varies from 
equivalence class to equivalence class.  The information loss 
of a particular generalization ranges from 0 to 1 and can be 
easily measured. ‘0’ implies no information loss ‘1’ implies 
complete information loss. The information loss of 
transaction T (IL(T)), of an item in the entire database (IL(x∊D)) 
and of the entire database (IL(D)) are given in (6), (7) and (8) 
respectively. 

T
IL

IL Tx x
T
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)(            (6) 
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IL

IL Dx x
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)(           (8) 

where |T| is the size of the transaction, σ(x) is the total 
number of occurrences of item x in the database D and |D| is 
the size of the transactional database to be published.  

 

VI. EMPIRICAL RESULTS 
The method is implemented in Java. For our experiments, 
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we worked on adult dataset for medical transactions. Graph 
in Fig. 3 is developed by considering the number of buckets 
on x-axis and number of transactions on y-axis. The graph in 
Fig. 3 depicts the distribution of transactions into various 
buckets. Fig. 4 reveals the information loss of each tuple after 
anonymizing using the concept hierarchy. X-axis represents 
the individual transaction and y-axis represents the relevant 
information loss. Fig. 5 illustrates the information loss vs. 
privacy gain for transactional databases of different sizes. 
Database sizes are given on the x-axis and information loss is 
given on the y-axis. As the privacy keeps on increasing the 
information loss also keeps on creeping up.  

 
Fig. 3. Distribution of transactions into various buckets 

 

 
Fig. 4. Information loss for each transaction (|D| = 500) 

 

 
Fig. 5. Information loss vs. privacy gain for databases of different sizes 

 

VII. CONCLUSIONS AND FUTURE WORK 
This model brings out a practical problem of maintaining 

anonymity against transactional data and proposes a simple, 
yet effective solution. We have provided a simple solution 
using concept learning for maintaining anonymity for 
transactional datasets.  

In this paper, we studied the anonymization problem of 
transactional data. We considered the idea of support count as 
a weight assigned to each item of the transaction and the 
minimal anonymity property. Hashing is applied to the items 
of the transactions by considering the sum of the support 
counts of each item in the transaction. Based on our analysis, 
we developed an efficient algorithm which is practical for 
large databases.  

We emphasize that our technique is also directly 

applicable for databases, where transactions may contain 
both non-sensitive attribute and sensitive attributes. In this 
case, k-anonymity principle can be used to help avoiding 
associating the sensitive value to less than k tuples. In future, 
we aim at extending our model to l-diversity considering 
sensitive values associated to non-sensitive values.  
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