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Abstract—Power system has a highly interconnected network 
that requires intense computational effort and resources for 
centralised control. Distributed computing is a solution to this 
and needs the systems to be partitioned optimally into clusters. 
The network partitioning is an optimization problem whose 
objective is to minimise the number of nodes in a cluster and the 
tie lines between the clusters. Evolutionary Algorithms like 
Discrete Particle Swarm Optimization (DPSO) and Harmony 
Search (HS) Algorithm is proposed to solve this combinatorial 
optimization problem. Connectivity of the partitioned networks 
is done using the conventional graph traversing techniques. 
Simulation is done on IEEE Standard Test Systems and IEEE 
118 bus system case study is presented in this paper. The 
algorithms are found to be very efficeint in partitioning the 
system hierarchically and obtain a near optimal sub networks 
without having any isolated nodes. 

Index Terms—Discrete Particle Swarm Optimization, 
Harmony Search Algorithm, Network Decomposition, Optimal 
Partitioning. 

I. INTRODUCTION

   Power system is a complex network with a large number 
of interconnections. The ever growing size and complexity of 
the system and the advances in computing technology have 
given an insight into parallel processing and distributed 
computing for power system computations. Network 
decomposition is an essential tool for parallel processing. 
The large interconnected network be optimally divided into 
clusters. In order to reduce the overall execution time there 
should be a balance between the size of the cluster and the 
interconnection between the clusters. 

Over the past decades a number of algorithms have been 
proposed in literature for optimal network tearing. The 
techniques include matrix decomposition, successive 
approximation, dynamic programming and heuristic 
clustering approaches. These methods tend to form the 
clusters with less interconnections but fail to balance with the 
size of the clusters. Some of the evolutionary optimization 
techniques such as tabu search [1], genetic algorithm [2], 
simulated annealing [3], ant colony optimization [4] have 
also been applied to optimal partitioning of the network. 
These methods tries to minimize an objective function that 
reflects a balance between the two, so the objective function 
is formed such that it reflects the features of parallel and 
distributed processing. Network partitioning based on 
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voltage variation at the load buses relative to other buses is 
proposed for voltage margin calculations in [5]. A 
decomposition algorithm is used for partitioning the network 
for distributed reactive power optimization in power system 
in [6]. Meta heuristic algorithms have been used for 
clustering web documents also [7]. However these methods 
are computation intensive and involves procedures based on 
natural selection crossover and mutation. It also requires a 
large population size and occupies more memory. To 
simulate and implement distributed computing in power 
system the large interconnected network must be torn into 
sub networks in an optimal way as shown in Fig. 1. 

Fig. 1. Power System Network Decomposition 

 The partitioning of the interconnected network should 
balance between the size of the sub networks and the 
interconnecting tie lines in order to reduce the overall parallel 
execution time. This paper models the network 
decomposition problem as an optimization problem and 
proposes to solve by two evolutionary algorithms namely 
Discrete Particle Swarm Optimization (DPSO) and Harmony 
Search (HS) Algorithm. 

Particle swarm optimization (PSO) is a population based 
stochastic optimization technique inspired by social behavior 
of bird flocking or fish schooling. The main advantages of the 
PSO algorithm are summarized as: simple concept, easy 
implementation, robustness to control parameters, and 
computational efficiency when compared with mathematical 
algorithm and other heuristic optimization techniques. 
Recently, PSO have been successfully applied to various 
fields of power system optimization such as economic 
dispatch and optimal power flow [8] power system stabilizer 
design, reactive power and voltage control, dynamic security 
border identification.  Improved and modified versions of 
PSO are given in [9],[10]. Discrete PSO is used for similar 
Travelling Salesman Problem (TSP) in [11] and 
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Transmission Network Expansion and Planning (TNEP) in 
[12]. Evolutionary Tristate PSO is proposed in [13].  

The recently evolving heuristic algorithm called Harmony 
Search (HS) Algorithm is based on the improvisations done 
by the musician to obtain a better harmony. The harmony 
search algorithm is applied for solving structural 
optimization problems [14], an improved harmony search is 
applied to optimal economic power dispatch [15]. HS 
algorithm has been used for transmission network planning 
[16]. In software engineering the HS algorithm has been used 
for the task assignment problem [17]. Self adaptive harmony 
search is proposed in [18] for expert system applications. A 
novel derivative of harmony search for discrete optimization 
problems has been proposed in [19]. In [20] a hybrid method 
has been proposed combining the harmony search method 
with the sequential quadratic programming method and a 
global harmony search algorithm is proposed for 
unconstrained optimisation problems as well. Hence the 
literature shows the applicability of the HS algorithm to a 
wide range of optimization problems. 

The following sections are organized as follows. Section 2 
deals with the formulation of the objective function for the 
network decomposition problem. The aim of this 
optimization is to minimize the cost function, which is a 
measure of the execution time of the applications in the torn 
network. An overview of the DPSO and its implementation to 
NP problem is done is section 3. The HS algorithm and its 
implementation is detailed in section 4. The algorithm is 
tested on IEEE standard test systems and simulation results 
are discussed in section 5. The case study demonstrate 
validity of the application of these algorithms by attaining a 
near optimal solution with less computational effort. 

II. NETWORK DECOMPOSITION 
Power system by itself is a highly interconnected network 

with large number of nodes geographically distributed 
connected through tie lines. The Network Decomposition 
(ND) problem in power system has two main objectives 
namely  (1) To minimize the number of nodes in a partition.  
(2) To minimize the number of lines in a partition.  The 
number of nodes and the number of clusters represent the 
computational load on each cluster and the tielines indicate 
the communication between the clusters. Hence the network 
decomposition can be formulated  as the combinatorial 
optimization problem with the following objective function. 

 
( , ) =Min C N L N Lα β+  (1) 

 
where,  

C  Cost function of the partition 
N  Maximum number of nodes in a partition 
L  Maximum number of lines in a partition 

βα ,  Weight parameters for each term 
 
This optimization problem is subject to the constraint that 

the nodes in each cluster must form a connected graph. This 
constraint checks the observability at the instant of 
decomposition of the network. This problem is solved using 
two evolutionary algorithms namely discrete particle swarm 
optimization and Harmony search algorithm in this paper. 

 

III. DISCRETE PARTICLE SWARM OPTIMIZATION 

A. Overview of the DPSO 
Particle Swarm Optimization (PSO) was developed by 

Kennedy and Eberhart through simulation of bird flocking in 
a two dimensional space. In this search space, every feasible 
solution is called a particle and several such particles in the 
search space form a group. The particles tend to optimize an 
objective function with the knowledge of its own best 
position attained so far and the best position of the entire 
group. Hence the particles in a group share information 
among them leading to increased efficiency of the group. The 
original PSO treats non linear optimization problem with 
continuous variables. However the practical engineering 
problems are often combinatorial optimization problems for 
which Discrete Particle Swarm Optimization (DPSO) can be 
used.  

In a physical n-dimensional search space, the position of a 
particle ‘p’ is represented as a vector X  and the velocity of a 
particle as V . Let Pbest p  and Gbest p be the best position of the 
particle p and its neighbors reached so far. In DPSO, the 
particles are initially set to binary values randomly. The 
probability of the particle making a decision is a function of 
the current particle, velocity, Pbest  and Gbest . The velocity of 
the particle given in (2) determines a probability threshold. 
The sigmoid function shown in (3) imposes limits on the 
velocity updates. The threshold is constrained within the 
range [0, 1] such that higher velocity likely chooses 1 and 
lower velocities chooses 0. Hence the position update is done 
using the velocity as shown in equation (4). 

( )
( )
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where, 
 
ω Weight parameter 

,1 2C C
 

Weight factors 

rand  Random number between 0 and 1 
1kX p

kX p

+
 Position of the particle at the (k+1)th and kth 

iteration 

1kVp

kVp

+
 Velocity of the particles at the (k+1)th and kth 

iteration 

kPbest p
 

Best position of the particle p until the kth 
iteration 

Gbest Best position of the group until the kth iteration
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The PSO gains self adapting properties by incorporating 
any one of the evolutionary techniques such as replication, 
mutation and reproduction. In order to improve the 
convergence in PSO mutation is generally done on the weight 
factors.  Also if there is no significant change in the Gbest for 
a considerable amount of time then mutation can be applied. 
In this work mutation is used to update the particles as they 
are constituted by binary values only. The entire position 
update process of the particles is done based on the mutation 
probability normally above 0.85[6]. This ensures that the 
particles are not trapped in their local optimum and do no 
deviate far off from the current position as well. The process 
of the algorithm and its implementation aspects are described 
in detail in the following sections. 

B. Generation of the Particles 
The objective of the network partition problem is to 

allocate every node of power system network to a sub 
network, such that the nodes are equally distributed and 
number of lines linking them is minimum. Hence the 
structure of the particle is framed as matrix of dimension (nc 
x nn), where ‘nc’ is the number of clusters or sub networks 
and ‘nn’ is the total number of nodes in the power system 
network. It is ensured that the each node is assigned to one 
cluster only .i.e, the sum of the columns of the particle array 
is 1 always. The velocity of the particles corresponds to a 
threshold probability. Initially all velocities are set to zero 
vectors and all solutions including the Pbest and Gbest are 
undefined. The position of particles ‘p’ in the search space is 
created as follows: 

 
1) Set j = nc, the number of sub networks 
2) Generate a random number R1 in the range [1, nn/nc]. 
3) Set the number of nodes to 1 from N1 to R1. 
4)  Set j = j -1, if j = 0 go to step 2, otherwise go to step 5 
5) Repeat steps 1 to 4 for all the particles. 
6) Stop the initialization process. 
 

 
Fig. 2. Structure of a particle in the generation 

 
The particle structure of the network partition problem is 

shown in Fig. 2 for the system with ‘nc’ clusters or sub 
networks and ‘nn’ nodes. 

C. Evaluation of Particles 
The particles in the solution space are evaluated by means 

of the fitness function given by equation (1). The fitness 
function is such that the results of the optimization problem 
would balance the computational load on the processors and 
reduce the communication overhead as well. The choice of 
the exponents of M and L determines the order of solution 
times required for sub network solution and full solution of 
the interconnected network in a typical parallel processor 
solution. Once the particles are evaluated the Pbest and Gbest 
are selected from the swarm in that iteration as follows: 

1)  Set j = 1, p = the number of particles. 
2)  If F (Xp) > Pbestp) then Pbest = F (Xp) 
3)  If max (F (Xp)) > Gbest) then Gbest = F (Xp) 
4)  Set j = j +1, if j = p go to step 2, otherwise go to step 5 
5)  Stop the evaluation process. 

D. Modification of Particles 
To modify the particles in the solution space for the next 
iteration, the velocity of the particles are obtained from 
equation (2). In this process of updating the velocity the 
weight factors must be known a priori. It has been shown that 
the irrespective of the problem the following parameters are 

appropriate. 1 2 max min2.0, 0.9, 0.4C C= = = =ω ω . In this 
paper the weighting function is kept constant for all iterations 
and is taken as the average of its range. Once the velocities 
are updated for the next iteration the particles are updated 
based on the sigmoid function given by (3). Since this is a 
discrete optimization problem and there exists some 
constraints on the redundancy of the nodes in the sub 
networks. The particles as depicted in Fig. 3. are modified 
using the following procedure based on a high mutation 
probability 

 
1)  Set N = number of Nodes and M = number of clusters. 
2)  Select a column in random from 1 to N 
3)  Find the row index whose element is 1 
4)  Select a row in random from 1 to M whose element is 0. 
5)  Flip the elements using the condition given by (4). 
6)  Repeat the above steps for all the particles. 

 
Fig. 3. Modification of Particle Structure 

 

E. Stopping Criteria 
Generally for evolutionary algorithms the solution is reached 
if the fitness function remains constant for a considerable 
amount of iterations or a maximum number of iterations can 
be fixed. In this paper the later is followed. 
 

IV. HARMONY SEARCH ALGORITHM 

A. Overview of the HS Algorithm 
The Harmony Search (HS) algorithm is a meta heuristic 

algorithm developed recently based on the improvisation of 
harmony in the music composition. Music improvisation is 
analogous to the optimization process seeking an optimal 
solution. Each musician corresponds to each decision 
variable; musical instrument's pitch range corresponds to 
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decision variable's value range; musical harmony at certain 
time corresponds to solution vector at certain iteration; and 
audience's aesthetics corresponds to objective function. Just 
like musical harmony is improved time after time, solution 
vector is improved iteration by iteration. There is no need for 
initial values of decision variables in HSA. Unlike other 
heuristic optimisation algorithms that uses gradient search, 
the HS uses the stochastic random search. The search is based 
on the harmony memory considering rate and the pitch 
adjusting rate and so the derivative information becomes 
unnecessary. 
The optimization procedure of the HS algorithm is as 
follows:   

1.  Initialize the optimization problem and the algorithm 
parameters.  

 2.  Initialize the Harmony Memory (HM).  
 3.  Improvise a new harmony from the Harmony Memory.  
 4.  Update the Harmony Memory.  
 5.  Repeat Steps 3 and 4 until the termination criterion is 

reached.  
The detailed explanation of the steps involved in the 

harmony search is as follows: 

B.  Initialization of the problem and HS parameters 
The optimization problem is well defined initially as  

niXxtosubjectxfMinimize ii L1,2,3,=, )( ∈ where, 

)(xf  is the objective function, ix  is the set of decision 

variables, iX  is the set of possible range of the design 
variables and n  is the number if decision variables. The 
parameters of the HS algorithm namely, the size of the 
harmony memory (HMS) representing the number of 
solution vectors, the harmony memory considering rate 
(HMCR), the pitch adjusting rate (PAR) and the stopping 
criteria are set in this step. 

C. Initialize the Harmony Memory (HM) 
The harmony memory is a matrix in which the sets of 

decision variables are stored. In this step the HM is filled with 
randomly generated decision variable with a uniform 
distributed and represented as follows in (5) 

 
1 1 1
1 2
2 2 2
1 2

1 2

x x xn

x x xnHM

HMS HMS HMSx x xn

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

L

L

M M M M

L

 (5) 

D. Improvise the new harmony from the HM 
Improvisation is the process of creating a new harmony 

from the existing memory. A new harmony vector 
),,,(= 11

'
n

''' xxxX L  is generated based on three rules: (a) 
memory consideration (b) pitch adjustment and (c) random 
selection. The value of the first decision variable is chosen 
from one of the harmony between HMSxtox 1

1
1   . The other 

decision variables in the harmony memory are also chosen in 
the same manner with the probability of the Harmony 
Memory Considering Rate (HMCR) that varies between 0 
and 1. HMCR is the rate of choosing a variable from the 
historical data in the HM and (1-HMCR) is the rate of 

randomly selecting one value from the possible range of 
values. 

1{ , , }
=

(1 )

' HMSx x x with prob HMCRi i i'xi 'x X with prob HMCRi i

∈

∈ −

⎧⎪
⎨
⎪⎩

L
  (6) 

 
After all the components are obtained they are pitch 

adjusted using the Pitch Adjustment Rate (PAR). The 
decision of pitch adjustment is yes with the probability PAR 
and No with the probability (1-PAR). It is done as follows 

.
=

'x r bw with probability PARi'xi 'x otherwisei

⎧ +⎪
⎨
⎪⎩

 (7) 

 where, 
bw  is a arbitary distance bandwidth 
r is a uniform random number between 0 and 1 
 

E. Update the Harmony Memory 

If the new harmony vector ),,,(= 11
'
n

''' xxxX L  is better 
than the worst harmony in the HM, then the new harmony 
memory is included in the HM and the existing worst 
harmony is excluded from the HM. This is decided based on 
the fitness value of the harmony. 

 

F. Check the Stopping Criteria 
The HS algorithm is stopped till the number of 

improvisations is met and there is no further improvement in 
the harmony. Steps 3 and 4 are continued until the stopping 
criteria is met. 

 

G. Implementation of HS Algorithm to ND Problem 
The HS algorithm is proposed to optimally partition the 

power networks into individual clusters, such that the clusters 
are connected networks. In this clustering problem, the 
variables in the harmony memory are the nodes or the buses 
in the network. The initial system data such as nodes and 
lines and their connectivity is taken from the original network. 
A set of random vectors are generated varying between 1 to 
n  without any redundancy to create the initial harmony 
memory. The random memory is partitioned into the desired 
number of clusters.  

The connectivity of the derived cluster is determined using 
graph theory. The number of tie lines linking the clusters, the 
number of nodes in a cluster and the number of lines in a 
cluster is obtained from the partitioned memory. If the cluster 
has no isolated nodes then based on the fitness value the 
improvisations are done as explained in the previous section.  

 

V. CONNECTIVITY OF THE PARTITIONS 
The graph traversing is mainly used in two major 

applications in power system namely, topological problems 
and network flow problems. The topological or structural 
problems deals with finding the parts of the graph connected 
and defines one specific or all spanning trees. It also 
determines how strongly the graph components are 
connected and how to colour different parts of the 
network.The network flow problems include solving the 
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shortest path problem, finding feasible optimal flow pattern 
and recognising the loop flows and wheeling problems. 

Breadth First Search (BFS) and Depth First Search (DFS) 
are the two techniques in graph theory having fundamentally 
different traversal techniques. While in BFS a node is fully 
explored before the exploration of any other node begins, in 
DFS the leaves of the spanning trees are reached in the fastest 
possible way. Depth first search requires less memory since 
only the nodes on the current path are stored, whereas in 
breadth first search all the nodes that have been generated so 
far has to be stored. If there is a complete traversal possible, 
BFS guarantees to find it, by the fact that longer paths are 
never explored until all shorter ones have been examined. 
This contradicts with DFS, which finds a long path to a 
solution from one part of the tree, when a shorter path exists 
in some other unexplored part of the tree. 

In this paper BFS is used for the graph traversal and the 
visited nodes are removed from the initial open list. If the 
open list is empty at the end the cluster is connected, other 
wise there are isolated nodes in the cluster. This ensures that 
the partitioned cluster is completely observable. 

 

VI. SIMULATION RESULTS 
To study the effectiveness of the proposed method of 

clustering, simulation was done using the IEEE 118 bus test 
system. The DPSO was tested with Particle size = 100, 
Number of iterations =100, number of trials = 50 and the 
mutation probability = 0.5. Similarly parameters of the HS 
algorithm were set as follows: Harmony Memory Size = 100, 
Number of Improvisations = 100, Number of trials = 50, 
Harmony Memory Considering Rate = 0.8 

 
Table I. Partitioning of IEEE 118 Bus System 

 
Solution 
Methods 

Nodes 
in 

Clusters 

Tie 
Lines 

Fitness 
Value 

Time(s) 

DPSO 64, 55 12 76 
 

100.05 
 

HAS 63, 55 9 72 
 

150.95 
 

 
Simulation was done on Intel Core 2 Duo Processor with 

3.00 GHz speed and 2 GB RAM. The convergence 
characteristics of the DPSO and the HS Algorithm are shown 
in Fig.4 and Fig.5 respectively. It can be observed that the HS 
algorithm gives a better solution in terms of fitness value and 
explores the search space completely. However the HS 
algorithm is time consuming than the DPSO, which is 
tolerable since the partitioning is done offline. 

The performance of the HS algorithm is depicted by its 
memory structure. The initial and final harmony memory is 
shown in Fig.6 and Fig.7 respectively for the 118 bus system. 
This indicates the randomness in the initial harmony and the 
hierarchical clustering in the final harmony memory. The 
connectivity of the clusters is verified by the artificial 
intelligence techniques such as breadth first search and depth 
first search and the clusters are found to contain no isolated 

nodes in the decomposed sub networks. 

  
Fig. 4. Convergence characteristics of DPSO Algorithm 

 

 
Fig. 5. Convergenve characteristics of HS Algorithm 

 
Fig. 6. Initial Harmony Memory of 118 bus system 

 
 

Fig. 7. Final Harmony Meomory of 118 bus system 
 

The partitioned subnetworks of IEEE 118 bus system is 
shown Fig. 8 with compete connectivity. 
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(a) Cluster1 

 

(b) Cluster2 
Fig. 8. Decomposed network of IEEE 118 bus test system showing two clusters 
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Fig. 9.  IEEE 118 system with the partitioned clusters showing their inter 

partition connectivity by tie lines. 
 

Typically the 118 bus system has 9 tie lines between the 
border buses as shown in Fig. 9, which on removal gives two 
independent clusters. 

VII. CONCLUSION 
This paper presents two new evolutionary methods for 

power systems network decomposition namely Discrete 
Particle Swarm Optimization (DPSO) and Harmony Search 
Algorithm (HSA). DPSO works on binary variables wheras 
the HSA uses real variables as the particles and harmony 
respectively. The algorithm was implemented in a high 
performance computing environment which supports 
distributed computing and parallel processing. The network 
partitioning is formulated as an optimization problem where 
the objective is to minimize the number of tie lines between 
the clusters and to attain a balance of nodes between the 
clusters. The connectivity of the clusters obtained is check by 
means od the AI search algorithms namely BFS and DFS. 
The proposed method has been tested on IEEE standard test 
cases and the case study on 118 Bus System is given in this 
paper. The simulation results clearly shows the 
implementation of the proposed methods to solve the 
network decomposition problem in a simple and efficient 
way. This partitioning can be adopted in a deregulated 
environment for distributed computing applications of a large 
interconnected power system network. The sub network aids 
parallel processing thereby improving speed of intensive 
power system computations and reduces the computational 
burden. 
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