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Abstract—In this paper, a novel method is presented using 

deep neural network to identify singular points on a fingerprint. 

The proposed method can efficiently calculate fingerprint blocks 

orientation using the pre-trained neural network. The same 

neural network is applied again to define singular points at pixel 

level. The training step may be complicated and time consuming, 

but adopting a pre-trained model to calculate orientations 

outperforms algorithms that calculate pixel orientation in real 

time. In addition, the proposed model is rotation insensitive, and 

experiment results show that the proposed method is so robust 

that it can identify singular points as small as a circle with few 

pixels in radius. 

 
Index Terms—Fingerprint image processing, singular point, 

machine learning, deep neural network. 

 

I. INTRODUCTION 

Many useful applications have been developed based on 

various fingerprint related technologies in the past decades. 

Access control (including mobile devices) and criminal 

investigation are two major fields that take advantages of the 

unique nature of fingerprints. Even identical twins have 

different fingerprints which can be used for recognition 

purpose [1]. A fingerprint consists of two special directional 

patterns: ridges and valleys. Structurally speaking, valleys are 

the space between ridges and vice versa. Ridges and valleys 

are negative images to each other.  

Fingerprint features formed by ridges and valleys can be 

categorized into three levels [2]-[4]. Level 1 features include 

top level features including ridge orientation and ridge width 

(frequency). The circles shown in Fig. 1 are level 1 features 

and more precisely the singular points: core (top) and delta 

(bottom) point, respectively. Level 2 features include detail 

characteristics on fingerprint images also known as minutiae. 

Minutiae have many types such as ridge ending, ridge 

bifurcation, short ridge, bridge, ridge cross, etc. The diamond 

shown in the Fig. 1 shown minutiae examples of short ridge 

(left), bifurcation (top-right), and ridge ending (bottom-right). 

The core point shown in this example also contains a ridge 

ending. Level 3 features include more detail information such 

as sweat pore and incipient ridges [5]. Analyzing fingerprint 
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features at level 3 requires sampling images with higher 

resolution (at least 800 DPI) [5]. The rectangles shown in the 

Fig. 1 contains white sweat pores. As a matter of fact, the 

center of the delta point also contains sweat pores. 

 

 
Fig. 1. sample fingerprint image. 

 

Singular point (or SP for short) is the most important level 

1 feature and useful landmarks of fingerprint images which 

can be used in many aspects including fingerprint indexing, 

fingerprint classification, and reference anchors for detail 

features. Therefore, it is essential to properly define singular 

points within an area as small as possible. Intuitively, a delta 

point can be defined as a region where the ridge curvature is 

converging to a local minimum. To the contrary, a core point 

is defined as a concentrate region where the ridge curvature is 

converging to a local maximum [6], [7]. 

SPs can be defined as simple as the intuitive definition 

described in the previous paragraph or one can use the 

ISO/IEC 19794-2 to define SPs. that provide description of 

singular points instead of a definition that one can use to 

locate them [8]. Some researchers define SPs geometrically 

where “the core point is defined as the topmost (upper core) 

or bottommost (lower core) point of the innermost curving 

ridge and a delta point is defined as the point where three 

different direction flows meet.” [7], [9]-[15]. Bazen adopted 

this definition with minor changes by replacing the “topmost 

point” to the “end point” in defining the core point [9], [16]. 

Geometric definition is rotation sensitive and not every 

fingerprint image is as ideal as the definition that assumes the 

inner pattern is as simple as a single ridge ending. In addition, 

this definition requires the flow directions as a prior 

knowledge that is not clearly provided in the documentation. 

Other than these intuitive definitions, several 

non-computational definitions for SPs have also been 

introduced. The oldest one is provided over a hundred years 

ago by Henry [17]. In Henry’s definition, SPs are called 

“fixed points” that include outer and inner terminus for delta 

and core point, respectively. The FBI of the Unite States 
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illustrated their definition of SPs several decades ago around 

early 1980s [18]. In the original document, SPs are called 

“focal points” including delta and core. “The delta is that 

point on a ridge at or in front of and nearest the centre of the 

divergence of the type lines.” “The core is the approximate 

centre of the finger impression. It will be necessary to 

concern ourselves with the core of the loop type only” [18].  
 

 
Fig. 2. Henry’s definition of singular points. 

 

Both Henry’s and FBI’s documentation provide many 

examples helping people to correctly define singular points. 

Fig. 2 shows examples of Henry’s definitions [17]. The two 

images on the left show how to define delta point and the other 

four images show how to define core point. Fig. 3 shows 

examples of how FBI defines SPs [18]. From examples shown 

in Fig. 2 and 3, one can see that these definitions are very hard 

to implement by computer programs. In other words, systems 

that adopt these definitions require human experts to locate 

the singular points. 

 

 
Fig. 3. FBI’s definition of singular points. 

 

Other than the intuitive and non-computational definitions, 

there are several computational definitions for SP based on 

“directional image.” A directional image denotes a 

representation of ridge orientations, usually in square blocks, 

from the original fingerprint [9], [11], [16]. A well-known 

technology called Poincaré Index was first introduced by 

Kawagoe and Tojo [19] and later improved in several 

versions [20]-[22] for locating SPs including loop (core), 

delta, and whorl point. In our previous researches, we 

introduced 3-direction directional image at pixel level to 

define SPs [23]. However, these approaches are 

computational expensive because we need to calculate 

direction for each pixel first and then verify candidate SPs 

through a hierarchy structure [23]. 

In this paper, a novel approach for defining SP is presented 

using a deep neural network. The training dataset contains 

images manually selected from the NIST-29 special database 

[24]. The neural network used in this research is a model 

trained by the same architecture in our previous research with 

more training data [25]. The proposed method can define SPs 

at pixel level and experimental results show that the proposed 

method can efficiently define SPs in a very small circle.  

The rest of the paper is organized as follows. Section II 

describes the neural network and training data used in this 

research to generate the directional image. Section III 

presents the proposed method to define SP, and the 

experimental results are shown in Section IV. Finally, the 

conclusions are presented in Section V. 

II. MODEL TRAINING 

A. Training Data 

The training data contains 670 baseline images manually 

selected from the NIST-29 special database. The baseline 

images can be categorized into 13 patterns. All these images 

must be clear enough for human experts to decide their 

direction. Noises and background regions are not included in 

the training dataset. Other than the ideal clean parallel 

patterns. Fig. 4 shows the rest 12 patterns included in the 

training data. Fig. 4 (a) shows two images with broken lines 

and (b) with scars. Images in (c) have zigzag ridges, (d) show 

thick and thin ridges, (e) have hole and dot in the ridge flow, (f) 

show curve ridges, (g) show ridge ending, (h) contain ridge 

bifurcation, (i) contain dark and light image, (j) show 

non-parallel pattern, (k) contain islands, and (l) have sweat 

pores on ridges. 

 

       

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

      

 
(g) 

 
(h) 

 
(i) 

 
(j) 

 
(k) 

 
(l) 

Fig. 4. patterns in the training data. 

 

Human experts inspected images in NIST-29 and then 

clipped regions containing one of the above patterns. These 

clipped regions must be clear enough to human experts and be 

rotated as vertical as possible as shown in Fig. 4. These 

vertical images (in size of 4040 pixels) are the baseline 

images with 90 degrees in direction. The baseline images are 

then rotated to 180 different angles and the center 2525 

pixels regions are saved with labels denoted as their direction 

from 0 to 179 degrees. For this research, 670 baseline images 

are prepared and 120,600 training samples are used for 

modeling training. 

B. Deep Learning Model 

We used the same network architecture used in the 

previous research to train the deep neural network [25]. Each 

2525 pixels training sample is divided into seven regions 

and three features are derived for each region. In other words, 

each input sample will produce 21 features (real numbers) for 

the network. 

The architecture of the deep neural network is a fully 

connected multilayer perceptron with five layers. Each hidden 

layer has 360 neurons (fully connected dense layer) with 

sigmoid function as the activation function. The output layer 

contains 180 neurons which are designated to the classes 

representing block orientation in degrees. 

The training dataset contains 120,600 fingerprint images 
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and ten percent of the data is reserved for test purpose. Each 

training epoch reserves 20% images for validation. The batch 

size is set to 30. The training accuracy reaches 99.9% after 

around 500 epochs. The accuracy for the whole training 

dataset is 99.97% after 1000 training epochs. The result 

indicates overfitting does not happen in this model. The 

trained model can be used to predict the direction of a 2525 

picture retrieved from fingerprint images.  

Fig. 5(a) shows the original grayscale image (NIST 29 

a002_03) and its directional image where the block 

orientations are created by the trained model in Fig. 5(b). 

Note that the fingerprint background is separated from 

foreground which contains real ridge flow by the same 

method used in our previous research [6], [26], and the shaded 

regions in Fig. 5 are considered as background. 

 

 
Fig. 5. directional image of NIST 29 (a002_03). 

 

III. SINGULAR POINT DEFINITION 

A. N-direction Directional Image 

The directional image shown in Fig. 5 can be transferred to 

an N-directional image where N stands for number of 

directions. As stated in our previous research, the best number 

of N is 3 [6]. That means the orientation is divided into three 

groups and each group will be randomly assigned with a color 

of black, white, or gray. For a 3-direction (or 3-color) 

directional image, these three groups are centered by: 60, 120, 

and 0 degrees.  

 

    C(d) = 0, b-30 ≤ d < b+30                  (1) 

1, b+30 ≤ d < b+90 

2, otherwise 

 

The Equation (1) shows the definition of how to define the 

3-direction label from a given orientation d where b is defined 

as 60. The 3-color directional image of Fig. 5 is shown in the 

Fig. 6(a).  

B. Singular Point Verification 

For any 22 regions in Fig. 6, if their color label sequence 

is 1, 2, 0, 1, … clockwise, this region contains a candidate 

core point (center point) [23]. On the other hand, if the 

sequence is 1, 0, 2, 1, … clockwise, this region contains a 

candidate delta point. The way that we define the SP here is 

similar to the Poincaré index [19]. There are 6 candidate 

singular points in the Fig. 6(a) and they are marked by 22 

squares as shown in Fig. 6(b). 

To verify whether these candidate SPs are true SPs, one can 

check if the SP signature remains in the directional image with 

resolution reduced.  In this research, 22 blocks are reduced 

into one orientation label by the following rules: R1) if two or 

more blocks are background, the new orientation is 

background, R2) if there are three blocks or more with the 

same label, l, the new orientation is set to l, R3) if these 4 

blocks have only two color labels, the new orientation is set to 

be the color label near the center block.  

 

 
(a)                                                          (b) 

Fig. 6. 3-color directional image of Fig. 5. 

 

By applying these rules to Fig. 6(b), four candidate SPs can 

be eliminated as shown in Fig. 7(a). The Fig. 7(a) only shows 

the reduced results of the left four candidates. The rest two 

candidates can be easily eliminated. One can also use 33 

blocks to verify the correctness of the candidate SPs with 

minor modification of the proposed rules. 
 

  
(a)                                                          (b) 

Fig. 7. (a) resolution reduced and (b) pixel level directional image of Fig. 5. 

 

C. Singular Points at Pixel Level 

The orientations of the directional image shown in Fig. 5(b) 

are generated by our trained model that requires input data to 

be a fingerprint image in 2525 pixels. However, one can use 

the predicted orientation to define the orientation at the center 

pixel to generate a pixel level directional image as shown in 

Fig. 7 (b).  
 

 
(a)                                                          (b) 

Fig. 8. (a) block/pixel level directional image and (b) smoothed version of 

(a).  

 

By this approach, we can define SP at pixel level and as a 

matter of fact, we do not need to actually calculate the 

orientation for every single pixel in the fingerprint to locate 
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the SPs because the SPs at pixel level must appear within the 

candidate SPs at block level. Therefore, we need to calculate 

pixel orientations only for those in the verified candidate SPs 

blocks. 

In this research, we calculate 100100 pixels from the 

verified SPs at block level. For instance, only the two verified 

SP blocks shown in Fig. 7(b) require calculating pixel 

orientations as shown in Fig. 8(a). The size of this image is 

600700 pixels and only two regions (100100 pixels) need 

to actually compute the pixel orientations. This is also one of 

the reasons why the proposed method is faster than other 

algorithms. The 3-color pixel orientations is smoothed by a 

55 kernel as shown in Fig. 8(b). 

 

IV. EXPERIMENTS AND DISCUSSIONS 

A. Experiments 

The proposed method has been tested on several 

fingerprint images. Fig. 9 shows one of the test experiments 

on the NIST-29 a003_03. Fig. 9(a) shows the grayscale image 

overlapped with the directional image where the block 

orientations are predicted by the pre-trained deep neural 

network. 

Fig. 9(b) shows the 3-color directional image of (a) with 

block size in 2525 pixels. The pixel level 3-color 

directional image is calculated for the blocks with verified 

SPs with size of 100100 pixels. Note that the pixel 

orientation is also smoothed by a 55 kernel. 
 

 
(a)                                                          (b) 

Fig. 9. 3-color directional image of the NIST-29 a003_03.  

 

The proposed method works equally well on fingerprints 

with different types. Fig. 10 shows the processed result on the 

NIST-29 a052_08 which is a whorl type fingerprint. In this 

case, there are only four verified SPs and this whorl type will 

be assigned with two core points. 
 

 
(a)                                                          (b) 

Fig. 10. 3-color directional image of the NIST-29 a003_08. 

B. Discussions 

The identified SPs may shift a little bit if one rotates the 

original fingerprint image because the pixel level orientations 

are smoothed by a 55 kernel. Even so, the proposed method 

is still much more accurate than block level algorithms, since 

rotating the input fingerprint will also affect block level 

orientations. In other words, the proposed method can 

identify SPs at pixel level, but in practice, it is very hard to 

pinpoint the same pixel every time after rotation, which means 

we still need to define SPs as a region instead of a single pixel. 

In order to do so, there are many options. First, one can 

rotate the blocks containing SP and apply the proposed 

method to find the SPs, rotate the identify SPs back to mark 

the pixel as a SP. Then find a circle that contains all these SPs 

as the final identified SP region. 

Secondly, one can change the center angles used for 

identifying 3-color directional image. The minimal circle 

containing all the identified SPs can be defined as the SP 

block. The center angles we used in Fig 6 are 0, 60, and 120 

degrees (b in Equation (1) equals to 60).  One can rotate these 

center angles to re-plot the 3-color directional image to locate 

the SPs and use the minimal circle that contains all the 

identified SPs as the definition of SPs. 

For example, one can use four sets of center angles, 

0-60-120 (b=60), 15-75-135 (b=75), 30-90-150 (b=30), and 

45-105-165 (b=45), to locate the SPs. Fig. 11 shows the result 

of applying this method on fingerprint shown in Fig. 5. The 

center angles for upper-left figure are 0-60-120; for 

upper-right are 15-75-135; for bottom-left are 30-90-150; for 

bottom-right are 45-105-165. In this case, both identified 

delta and core point can be defined in a circle with radius 

equals to 3 pixels. Since the average width of a ridge is around 

4 pixels, we can conclude that the proposed method is highly 

stable and robust. 
 

 
Fig. 11. rotated 3-color directional image of Fig. 5.  

 

V. CONCLUSION 

Singular points are one of the most important global 

fingerprint features. Correctly identifying SPs is crucial for 
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fingerprint image processing. Using a large circle or block to 

define SPs cannot provide useful reference information. On 

the other hand, defining SPs at pixel level is computationally 

expensive. 

In this paper, a novel method is provided using deep neural 

network to identify SPs efficiently at block level. The 

identified candidate SPs can be verified by creating a 

resolution reduced directional image. For those blocks 

containing identified SPs, we can use the same neural network 

to define orientations at pixel level and define SPs at pixel 

level. The proposed method is more efficient than other 

algorithms because the block orientation is constructed by a 

pre-trained neural network. The training step may be 

complicated and time consuming, but adopting a pre-trained 

model to calculate orientations outperforms algorithms that 

calculate pixel orientation in real time. In addition, the 

experiment results show that the proposed model is robust, 

rotation insensitive, and can identify SPs as small as a circle 

with few pixels in radius.  
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