
  

 

Abstract—The distributed database system is the combination 

of two fully divergent approaches to data processing: database 

systems and computer network to deliver transparency of 

distributed and replicated data. The key determination of this 

paper is to achieve data integration and data distribution 

transparency, study and recognize the problems and approaches 

of the distributed database system. The distributed database is 

evolving technology to store and retrieve data from several 

location or sites with maintaining the dependability and 

obtainability of the data. In the paper we learn numerous 

problems in distributed database concurrency switch, design, 

transaction management problem etc. Distributed database 

allows to end worker to store and retrieve data anywhere in the 

network where database is located, during storing and accessing 

any data from distributed database through computer network 

faces numerous difficulties happens e.g. deadlock, concurrency 

and data allocation using fragmentation, clustering with 

multiple or single nodes, replication to overcome these 

difficulties it is essential to design the distributed database 

sensibly way. 

 
Index Terms—DDBMS, network, DDBMS rules, problems, 

approaches, PCDM, SCDM, DDA.  

 

I. INTRODUCTION 

A logically interconnected group of collective data, 

materially distributed over a computer network or a system 

contains ofa group of sites linked together via 

communications network, in which each site is a database 

structure site where all the sites allow to work together, so that 

a user at any site can access data anywhere in the network 

where data stored at the user's own site that looks like one 

centralized database to the end user. Thus, instead of having 

one central database tolerate the entire load, it is shared by a 

collection of machines/computers over the communication 

networks or medium. A set of server machines working in 

synchronization to provide the desires to numerous users 

where these machines are connected to each other either 

through the wireless connection or through various 

communication media that serve data transfer at high rate 

forming a distributed database system. In the distributed 

system the processors used in those machines may differ from 
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microcomputers to work position to minicomputers to 

computers used in day to day life [1].  

According to Paulina Borsook [2], Distributed databases 

differ from traditional distributed processing where 

collaborative computing also is done by remote access. In 

distributed processing, users can work from remote locations, 

where the application, the database management program and 

parts of the data are located elsewhere. Micro-to-mainframe 

links and time-sharing are examples, but in terms of 

distributed database, the physical and logical location of the 

software and data are inappropriate to users conduct business 

without courtesy for the location of the database, knowing that 

they will have access to that data. 

The chapter is organized in the following way. In the 

second chapter rules of the distributed database system are 

presented and in chapter three has been discussed on 

problems of DDBMS and four design approaches & 

distributed database architecture is explained. Chapter six is 

the conclusion.  

 

II. RULES OF DISTRIBUTED DATABASE SYSTEM 

A. Date’s Rule 

To make the assessment of distributed databases easier, 

Chris Date executive vice president of the Codd and Date 

Consulting Group, San Jose, Calif came up to formulate 

twelve directives plus a fundamental principle to describe 

DDBS. Though no current DDBS follows to all of them, they 

establish a convenient goal. The twelve rules are as follows 

[2]-[4]: 

Rule 0 - The Fundamental Principal: To the user, a 

distributed database should look exactly like a non-distributed 

database. 

Rule 1 - Local Autonomy: Each local site can play a role 

as an independent, autonomous, centralized DBMS with 

having the responsibility to these vital DMB functions 

(security, concurrency control, backup, and recovery).   

Rule 2 - Central Site Autonomy: No site in the network 

relies on a central site or any other site. All sites should have 

the same competences, even though some sites may not 

unavoidably exercise all these competencies at a specified 

point in time. 

Rule 3 - Failure Autonomy: The system is not affected by 

node failures. The system is in the nonstop act even in the case 

of a node failure or an enlargement of the network. In a 

comparable manner, the DDBMS should continue to work if 

new nodes are added.  

Rule 4 - Location Autonomy (Transparency): The user 

does not need to know the location of data stored physically to 
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retrieve those data and be able to act as if all the data are 

stored locally. 

Rule 5 - Fragmentation Autonomy: Data fragmentation 

is crystal clear to the user, who perceives only one logical 

database. The user does not need to know the name of the 

database fragments to retrieve them. 

Rule 6 - Replication Autonomy: Relations and fragments 

can be represented at the physical level by multiple, distinct, 

stored copies or replicas at distinct sites, transparent to the 

user. 

Rule 7 - Distributed Query Processing: A query should 

be capable of being executed at any node in the DDBMS that 

contains data relevant to the query.  Many nodes may 

contribute in the response to the user's query without the user's 

being conscious of such contribution. 

Rule 8 - Distributed Transaction Management: A 

transaction may update data at numerous sites, and the 

transaction is executed transparently. 

Rule 9 - Hardware Independence: The distributed 

database system can run on any kind of hardware platform 

with all machines participating as equal partners where 

appropriate. 

Rule 10 - Operating System Independence: The 

distributed database system can run on any kind of operating 

system (e.g. Windows, Linux, MacOS, Android). 

Rule 11 - Network Independence: The DDB and its 

associated DDBMS should be capable of being implemented 

on any suitable network platform. 

Rule 12 - Database Independence: The system must 

support any vendor's database product. That means the DDBS 

should be able to work with different database if they have the 

same interfaces.  

B. Stonebraker’s Rule 

Michael Stonebraker, professor of computer science at the 

University of California, Berkeley and chief theoretician at 

Relational Technologies Inc. proposed a set of six rules that 

create a model for distributed databases. This set of rules 

described below [2], [5]. 

Rule 1 - Retrieval Transparency: Transactions should be 

able to be retrieved from any site, from which the transaction 

was submitted. The equal consequences should be produced, 

regardless of the site submitting the transaction.   

Rule 2 - Update Transparency: Transactions should be 

able to be updated form any site, regardless of the site from 

which the transaction was submitted. The equal consequences 

should be produced, regardless of the site submitting the 

transaction. 

Rule 3 - Scheme Transparency: Any authorized user can 

issue, from any site, data-definition changes so that those 

changes become observable everywhere.  

Rule 4 - Performance Transparency: The performance 

of any command at one site should be comparable to the 

performance of that facility distributed from any further site. 

Rule 5 - Copy Transparency: Distributed databases 

should support redundant copies of database objects. 

Rule 6 - Tool Transparency: All tools provided by a 

vendor must support location transparency so that users need 

not concern which tools can be used to manipulate remote 

data. 

By summarizing the two rules we can easily observe that 

both emphasize the following goals: 

Distributed database can be alike a non-distributed 

database (Date Rules: 0, Stonebraker Rules: 6) 

Independence of individual sites within the system from 

other sites and non-dependence of the system on any one site 

(Date Rules: 1-3, Stonebraker Rules: 1-2) 

Transparency, to users, of the operations of the system and 

the distribution of the data (Date Rules: 4-6, Stonebraker 

Rules: 3-5) 

Distributed nature of query and transaction processing 

(Date Rules: 7-8, Stonebraker Rules: 1-5) 

Independence of the system with respect to hardware, 

operating systems, network software, and database 

management systems (Date Rules: 9-12, Stonebraker Rules: 

7).  

 

III. PROBLEMS IN DISTRIBUTED DATABASE SYSTEM 

A. The Ideal Situation 

The distribution can be geographical or local in which 

every single application should be able to work transparently 

on data that is:  

 spread across a variety of different DBMS's  

 running on a variety of different machines  

 supported by a variety of different operating systems 

 connected by a variety of different communication 

networks. 

B. Problems Areas of DDBMS 

The problems of Distributed database [6]-[8] can be 

described as follows:  

Distributed Concurrency Control: The integrity of the 

database is maintained by specifying the synchronization of 

access to the distributed database to manage concurrency 

different locking techniques uses based on the mutual 

exclusion of access to data. 

Replication Control: Replication techniques only 

applicable to distributed systems where a database is 

supposed to be replicated if the whole database or a 

percentage of it is copied and the copies are stockpiled at 

dissimilar sites. Having more than one copy of a database, the 

issue is continuing the communal uniformity of the copies 

ensuring with all copies are identical schema and data. 

Deadlock Handling: Numerous users request for the same 

resources from the database if the resources are obtainable at 

that time, then database allow permission for the resources to 

that user if not obtainable the user has to wait until the 

resources are released by another user. Sometimes the users 

do not release the resources blocked by some other users. 

OS Environment: To implement distributed database 

environment a specific operating system is required as per 

organizational requirements. The operating system plays an 

important role to manage the distributed database because 

sometimes it doesn‟t support for distributed database. 

Transparent Management: The major problem area in 

the distributed database where data located in numerous 

locations and number of users are used that database. So, the 

transparent management of data is important to maintain the 

integrity of distributed database. 

Security and Privacy: A great issue in the distributed 
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system that how to apply the security policies to the 

interdependent system. Since distributed systems contract 

with sensitive data and information ensuring with the strong 

security and privacy measurement system exists. The 

important issues in the distributed system are the protection of 

distributed system assets together with the fundamental 

resources, storage, communications and user-interface I/O, 

higher-level compounds of these resources, like processes, 

files, messages, display windows and more complex objects, 

etc. 

Resource Management: Resources are in different places 

in the distributed system. Routing is an issue at the network 

layer of the distributed system and at the application layer. To 

cooperate with these resource in a distributed system. 

 

IV. DESIGN APPROACHES AND DISTRIBUTED DATABASE 

ARCHITECTURE 

This section describes the approaches for designing 

distributed database to meet the following goals [9]:  

 to provide high performance  

 to provide reliability  

 to provide functionality  

 to fit into the existing environment  

 to provide cost-saving solutions 

Importance of design Reasons of poor efficiency: 

Hardware: 10%, DBMS: 15%, Database design: 25%, 

Applications design: 55% and Costs of improvement: 

Hardware: 10%, DBMS: 20%, Database design: 40%, 

Applications design: 30% [9]. 

A. General Design Steps 

 Group of logically-related communal data. 

 Data split into fragments. 

 Fragments may be replicated.  

 Fragments/replicas assigned to sites. 

 Sites connected by a communications network. 

 Data at each site is under control of a DBMS.  

 DBMSs grip local applications autonomously. 

B. Top Down Approach 

 

 
Fig. 1. Top-down approach. 

 

This approach shown in the Fig. 1 is typically used during 

the implementation of the distributed database from a 

foundation. Starting from a requirement analysis phase with 

the analysis of the company situation, defining problems and 

restraints, defining purposes, and designing scope and 

margins. The subsequent activities are conceptual design and 

view design. The conceptual design deals with entity 

relationship modeling and normalization focusing on the data 

requirements [9]-[11]. 

C. Bottom Up Approach 

This approach shown in Fig. 2 is used only when the 

distributed database already exists, and we just add another 

database to an existing setting. In this situation, we can 

improve further features into the existing database [9]-[11]. 

 

 
Fig. 2. Bottom-up approach. 

 

The top-down technique is more accepted if the design is 

constructed from a scratch or the bottom-up technique is 

typically used if the design matches to the existing systems or 

some modules are yet ready. 

 

V. SOLUTIONS IN DDBMS 

According to Michael Stonebraker [12] Distributed 

Database management systems offer advanced level user 

support than conventional operating systems where numerous 

operating system services examined with an opinion toward 

their applicability to support of database management roles 

including buffer pool management, file system, scheduling, 

interposes management and communication with consistency 

control. Task switching overhead solution for an operating 

system to create a special scheduling class for the DDBMS 

and other users by proposing model called „Server Model‟ 

became feasible if the operating system provided a message 

facility which allowed n processes to originate messages to a 

single destination process by its own scheduling and 

multitasking. 

C. Sunil Kumar [13] addressed security features when 

escalating a distributed database. Several factors had been 

considered during the choice between the object-oriented and 

the relational data model where the most significant of these 

issues were single and multilevel access controls (MAC), 

protection and integrity maintenance. The choice didn‟t make 

solely based on existing security features while defining 

which distributed database replica be more secure for a 

specific job. One did also request the effectiveness and 

efficiency of the delivery of these features. In this paper, they 
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provided a solution for in Relational Database Protection by 

proposing access control called SQL View, because Users can 

read or modify data in their view, but the view prohibits users 

from accessing data at a classification level above their own. 

A user at a lower classification level will be unaware that data 

exists at a higher classification level if the view is properly 

designed. Another is Global Views which is fruitful at data 

control to a lesser extent at implication protection because 

their usage can be computationally costly, and the addition of 

global views adds computational time to a process too long. 

D. Cohen [14] addressed in this paper, in the setting of 

transaction processing including multicopy updates, 

concurrency control, and crash recovery. A variety of the 

primary node idea for multicopy updates was implemented. 

Data inconsistencies, formed by early termination of 

transaction processing, are detected and removed. In this 

paper, PCDM accepts three types of transactions. (i) 

Customer subnetwork transactions issued by an administrator 

to exercise control over the subnetwork. (ii) Process control 

transactions issued by maintenance staffs to monitor and 

control PCDM functionality. (iii) Response transactions 

issued by SDCMS in response to PCDM initiated update 

transactions. Having a uniform high priority process control 

and response transactions processed before all new 

subnetworks management transactions. Customer subnetwork 

transactions are processed by three priorities specifying by the 

administrators of each transaction submitted. If not specified, 

a default priority is assigned by the system uniformly for all 

customers. The SCDM accepts three types of transactions. (i) 

Update transactions issued by PCDMS to create, remove, or 

modify profiles in the SCDB. (ii) Process control transactions 

issued by maintenance personnel to monitor and control 

SCDM functionally. (iii) Enforcement transactions issued by 

other processes to verify the capabilities of a user in the 

context of a service request. Having a uniform high priority, 

Process control and enforcement transactions are processed 

before all new update transactions. All update transactions are 

handled with a single-priority issued by the PCDM. The 

update algorithm grips transactions to add, modify and 

remove the profile. Each update transaction is routed to the 

PCDM at the account's home service area.  

The following components used for the Recovery 

mechanism. (i) Duplex hardware provided to protect service 

against single hardware failures. (ii) The operating system 

maintains two copies of each data element on distinct disk 

drives. (iii) The node creates to take backup copy of the 

database for checkpointing. (iv) During transaction 

processing, the system maintains on disk the lock table and a 

completed update transaction log. The completed update 

transaction log maintained at the physical page level and used 

only by the recovery process. (v) Node maintained the 

synchronization of transactions for restoring database 

consistency at all levels. Using these recovery components 

specified service restored in the following way:  

PCDM‟s responsibility to 

 Check file consistency on disk.  

 If both disk copies are lost, install backup copy, and 

internally run the completed update transaction log. 

 Use the lock table to back out rashly terminated 

transactions. 

 Renew subnetwork management service.  

 Detect variations during usual transaction processing to 

notify node.  

SCDM‟s responsibility to 

 Check file consistency on disk.  

 If both copies of the database on disk are lost, install 

backup, and internally run the completed update 

transaction log. 

 Renew communication service.  

 Inconsistencies detected during normal transaction 

processing are promoted to a node. 

Natalija K. [15] proposed a new deadlock detection 

algorithm for the distributed database with dynamically 

creating deadlock detection agents (DDAs) shown in figure 3 

that is responsible for detecting deadlocks in one connected 

component of the global wait-for-graph (WFG). Distribution 

of information about the global WFG between different 

agents, called DDAs for every cycle in the graph is the main 

idea of the algorithm where one DDA have the complete 

information about it. Each cycle goes to one linked section of 

the universal WFG for detecting cycles by allowing 

transactions to be associated with at most one DDA. Since 

only one DDA detects deadlocks one transaction is involved 

and the same deadlock will not be detected twice, which is a 

characteristic problem another algorithm for distributed 

deadlock detection encounter. The proposed algorithm 

dynamically creates DDAs when they are needed. A DDA 

starts detecting a deadlock each time it receives new 

dependencies send to a DDA contain one transaction waiting 

for a set of other transactions. Consequently, the waiting 

transaction being a member of all cycles currently executing 

as part of the WFG the DDA is responsible for. The deadlock 

detection follows depth-first search, starting from the waiting 

transaction. If a cycle is found, the DDA resolves it. At 

present, this is done by choosing the youngest transaction 

from the cycle to be terminated. If more than one cycle found 

through the new dependencies, the transaction whose wait 

dependencies newly arrived is terminated, it seems all cycles 

get resolved. 

 

 
Fig. 3. DDA structure. 

 

In distributed databases replication control procedure used 

to store numerous copies of data at different locations. The 

problem with having numerous copies in multiple locations is 

the overhead to maintain data reliability, predominantly 

during update actions. To maintain mutually reliable data in 

all sites, replication control procedures need to be 

implemented. Some of the replication control algorithms 

including (i) Master-slave replication control consists of is 

one master site and „N‟ slave sites where a master algorithm 
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runs at the master site to detect conflicts and a copy of slave 

algorithm runs at each slave site with two phases: transaction 

acceptance/rejection phase and transaction application phase, 

(ii) Distributed voting algorithm includes of „N‟ peer sites, 

before starting execution a transaction all sites have to ensure 

“OK”, (iii) Majority consensus where a transaction is 

permitted to execute when a majority of the peers “OK”, (iv) 

Circulating token where the transactions in the system are 

serialized using a circulating token and executed accordingly 

against every replica of the database [16], [17]. 

Among numerous algorithm Yuan Wei [18] proposed 

dynamic replication control algorithm called ORDER 

algorithm designed for gaining competence over replication 

strategies by dynamically changing the update frequency and 

update duration of replicas. When receiving a transaction, this 

algorithm assesses the data needs of the incoming transaction 

and creates data replicas for the transaction. It also registers 

the update frequency and duration to the primary sites of these 

replicas. This algorithm job is to register active replicas to 

their primary sites from the receiving site also to push updates 

to the active replicas at the extended frequencies requested by 

the incoming transactions. When a local site acknowledges a 

transaction, the algorithm computes the appropriate update 

frequency and update duration for each remote data item 

quantified by the transaction. The algorithm keeps track of all 

transactions using the data replicas until they expire to 

maintain the minimum update frequency for all active replicas. 

The algorithm also requires to re-calculate the update 

frequency of replicas accessed by an expiring transaction. 

 

VI. CONCLUSION 

The distributed database is one of evolving technology in 

the research field and business organization. In this paper, we 

learn rules of distributed database proposed by Date and 

Stonebraker. After merging these two rules we figure out the 

standard that follow can help in any distributed database 

system to build a new model for distributed storage 

environment. In this paper, we also discuss various problem 

areas, approaches and numerous solutions of the distributed 

database. The problem areas declared in the paper are very 

useful while implementing distributed database so that 

concurrency, deadlock, replication control, security, and 

privacy is easily managed.  In this paper, we also learn the 

architecture of distributed database for implementing 

distributed database system.  
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