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Abstract—Due to popularization of SNS and increase of use 

of WEB, people have to deal with large number of text data. 

However, it is difficult to process huge text data manually. For 

this problem, the classification methods based on machine 

learning is considered to be applicable. As a method of 

document classification, WEBSOM and its variations can 

visualize the relations among the documents as the similar 

documents are classified closely on the 2 dimension plane, and 

they will present good usability to the user because of their 

visualization ability. In this paper, the document classification 

method based on SOM and Word2Vec model, which can reduce 

the computational costs as to be executed on personal 

computers and can enhance the visualization ability. The 

performance of the proposed method is examined in the 

experiments using general collection of documents, and DNA 

sequences as the sample data. 

 
Index Terms—Self Organizing Map (SOM), Word2Vec, 

documents classification. 

 

I. INTRODUCTION 

Recently, the cases of operating text data because of the 

increasing of SNS logs and WEB documents. It is difficult to 

operate the such increasing massive amount of text data by 

human. In the feature, the amount of data is expected to 

increase more and more, it is necessary to let the machine to 

classify the text data without human.  

 It is necessary to convert the text data to the numerical 

data which can be handled by machine easily to classify the 

text data using machine. As a typical method of text 

conversion, BoW(Bag of Word) model [1] is used to convert 

text data to feature vectors. However, the dimension of the 

vector becomes very large especially for large amounts of 

documents because one element of the vector is assigned to 

each word in the documents. Thus, it is necessary to 

compress the dimension of the vector. In this paper, the novel 

method for converting a document to a vector which 

resembles the text conversion of BoW model using 

Word2Vec [2] which is applied to natural language 

processing recently and Self Organzing Map (SOM) [3]. And 

the result of the conversion is examined in the clustering 

experiments using SOM.  

As the representative example which applies SOM to 

document, classification, WEBSOM [4] which is proposed 

by T. Kohonen et al., who is the founder of SOM can be 

given. WEBSOM uses the modification of BoW model for 

the representation of document. WEBSOM can classify the 

collection of the documents as a map which visualize the 
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relation among the documents on 2-dimensional plane. And, 

some modified methods based on SOM is reported [5]-[7]. In 

these papers, SOM is considered to be suitable for document 

classification, because of the low computational complexity 

of SOM, and the ability of visualization of the relations 

among the documents in unsupervised learning manner. 

Furthermore, SOM is applied to the classification of DNA 

sequences based on BoW model in [8]. Recently, Deep 

Learning is applied to many areas, and it is also applied to 

document classification [9], [10]. Deep learning shows high 

performance in many application, however it needs huge 

computational cost, which requires special hardware, to 

establish high performance. In this paper, we propose the 

method which requires low computational costs, which can 

be processed in personal computers, with reducing the size of 

feature vector using Word2Vec and 1st layer SOM.  

This paper is organized as follows. From Section II to 

Section IV, related techniques, BoW model, SOM, 

WEBSOM and Word2Vec are explained. In Section V, the 

method proposed in this paper is explained in detail. In 

Section VI and VII experimental results are presented. As the 

samples of general documents, livedoor news corpus [11] is 

used, and genome of 7 species are used in the experiment of 

the classification of DNA sequences. 

 

II. BAG OF WORD(BOW) MODEL 

For document classification, the vectorization of the 

documents to the vectors is necessary. For this purpose, the 

vector comprised of the frequencies of the words in a 

document can be used as the feature vector for classification.  

For each word included in the document, the frequency of 

word is counted as an element of the vector. Using this 

method, a word can be represented by a vector whose 

elements is 1 for the frequency of the word, and 0 for other 

words. As an example, Table I shows the example comprised 

of 3 Documents. 

 
TABLE I: BOW MODEL OF DOCUMENTS 

 
 

In this case, word 1 is used 3 times in the document 1, 2 

times in document 2, and 3 times in document 3. The other 

words are converted in the same way. In this case, n words 

are counted in the vector. As the number of the documents 

increases, the number of the words which becomes the 

dimension of the vector increases. 

For this problem, the compression method using 

Word2Vec and SOM is proposed in this paper. 
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III. SELF ORGANIZING MAP(SOM) 

A. Basic Self Organizing Map 

Self-Organizing Map (SOM) is the model of the 

neurologic function of the cerebral cortex developed by 

T.Kohonen. As the class of neural networks, SOM is the 

feedforward type of two hierarchical without the interlayer 

using algorithms of unsupervised learning. SOM converts a 

nonlinear and statistics relations that exist between higher 

dimension data into the image with a simple geometrical 

relation. They can usually be used to make a higher 

dimension space visible because it is displayed as the lattice 

of the neuron of two dimensions.  

Moreover, it becomes easy to be able to visualize higher 

dimension information because it is possible to cluster 

without the preliminary knowledge, and to understand the 

relations among these multi-dimensional data intuitively for 

human. SOM is basically a network in the double-layered 

structure in the input layer and the competitive layer as 

shown in Fig. 1. 
 

 
Fig. 1. Structure of SOM. 

However, there are not connections between neurons in the 

same layer.  

The first layer is input layer 𝒙 = {𝑥1 , 𝑥2, ⋯ , 𝑥𝑛 } of n 

dimension, and the second layer is called a competitive layer, 

and is generally two dimensions array for visualizing output 

data. It is assumed that it has the neuron that input data is 

given by n-dimensional real number vector 𝒙 =
{𝑥1 , 𝑥2 , ⋯ , 𝑥𝑛 } and two dimensions SOM were arranged on 

the grid point of m×m piece. Input data x is presented to all 

neurons. The neuron located in (j,i) in two dimension lattice 

array has 𝑤𝑖𝑗 = (𝑤𝑖𝑗
1 , 𝑤𝑖𝑗

2 … ,𝑤𝑖𝑗
𝑛 ) weight vectors which are 

tunable corresponding to the input vectors. This 𝑤𝑖𝑗  is called 

as reference vector.  

The algorithm can be divided into two phases in a 

competitive phase and the cooperative phase. First of all, the 

neuron of the closest ,in a word, the winner neuron, is 

selected at a competitive phase. Next, the winner's weight are 

adjusted at the cooperation phase as well as the lattice near 

the winner. 

B. WEB-SOM 

WEB-SOM is a Self Organizing Map which classify the 

large amounts of documents like WEB data using BoW 

model of the documents as input vectors. To reduce the 

dimension of input vector, the words are once categorized by 

word category map, and the documents mapped to on the 

word category map are classified on documents map. 

WEB-SOM can be also used as search engine which can find 

similar WEB page.  

In this paper, Word2Vec is introduced in the 

pre-processing of word category map to compress the 

dimension of word vector considering the meaning of the 

words more efficiently. 

 

IV. WORD2VEC 

Word2Vec model is proposed by Mikolov et al, and is used 

to convert the words in the given set to the vectors based on 

the meaning of the words. It is applied to many researches of 

text processing recently. Word2vec can convert the similar 

words to similar vectors in Euclidean space, and linear 

operations between the vectors can represent the composition 

of the meaning of the words. Word2Vec used neural network 

as the internal model, and automatically organizes the words 

in the documents to vectors by machine learning. 

 

V. METHODS 

A. Vectorization of the Word Based on Word2Vec Model 

At first, all words in the set of documents are processed 

based on Word2Vec model, are given the vectors according 

to the meaning of the words. In this process, each word must 

be separated with space. In our research, the spaces should be 

inserted between words to process Japanese documents. For 

this purpose, morphological analysis system-MeCab is 

applied. As the dictionary of MeCab, ipadic-NEologd is used. 

After applying MeCab, the separated words are processed 

based on Word2Vec model.  

B. Learning the Vectorized Words Using SOM 

After applying Word2Vec model, the vectors are given to 

SOM as input vectors. To compress the number of words, the 

number of neurons are set as smaller than the number of 

words. SOM can map the similar words to same neurons 

using small number of neurons. The map organized by SOM 

using the vectors converted by SOM as input vectors is called 

“Word Map” in this paper.  

C. Conversion of the Documents to Input Vectors 

 

 
Fig. 2. Conversion of the document to word map vector.

 

After learning the words using SOM, each document is 

converted to the input vector. For each document, the words 

in the document are mapped on word map as to count the 

frequencies of becoming winner neuron. Fig. 2 shows an 

example. The vector 1 becomes winner for the vectors 

translated from the words in document 1 in 6 times, vector 8 

and vector 9 become the winners in 2 times. Using the 

smaller number of neurons than that of words, dimension of 

the converted vectors of documents becomes smaller than 
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that of BoW model. The converted document is called as 

“word map vector”. The word map vectors are given to 

2nd-layer SOM which classifies the documents as shown in 

Fig. 3. 

 

 
Fig. 3. Classification of the documets using word map vectors. 

 

VI. EXPERIMENTAL RESULTS USING NEWS CORPUS DATA 

In this section, the experimental results based on BoW 

model, and Doc2Vec model, and proposed method based on 

Word2Vec and SOM. 

As mentioned before, livedoor news corpus data [11] is 

used in this experiment. Livedoor news corpus contains 7367 

documents categorized in 9 categories, and total number of 

different words is 34768. 

A. Experimental Result Using Input Vectors Based on 

BoW Model 

At first, the experimental result learned by SOM using 

input vectors based on BoW model is shown. For each 

document, the input vector is composed of the frequencies of 

34768 different words. Fig.4 shows the result. In this figure, 

each colored point represents a document categorized in the 

category shown in explanatory notes in right side. As the 

result of conventional SOM, the points in each color gather 

according to the similarities of input vectors. In Fig. 4, the 

points loosely gather on the map, and the documents in some 

categories are mixed on the map. 

B. Experimental Result Using Input Vectors Based on 

Doc2Vec Model 

Secondly, the experimental result learned by SOM using 

input vectors based on Doc2Vec model is shown. A 

document can be directly translated to a vector based on 

Doc2Vec model. Doc2Vec model can be also applied to 

document classification using machine learning method. In 

this subsection, the experimental result is shown for 

comparison. The dimension of the vector is set to 300. Fig. 5 

shows the result. Compared with Fig. 4, the color points 

representing the documents gathers better. However some 

categories are scattered on the map similar to Fig. 4. 

C. Experimental Result Using Input Vectors Based on 

Word2Vec and SOM 

Next, the experimental result learned by 2nd-layer SOM 

using input vector based on Word2Vec model and 1st layer 

SOM is shown. All of words in the documents are processed 

based on Word2Vec model. The dimension of vector is set to 

100. 34768 words are translated to 34768 vectors, and they 

are learned by 1st-layer SOM to organize word map. The size 

of word map is set to 10×10. After learning, each document is 

translated to word map vector with calculating the 

frequencies of becoming the winner during the mapping of 

the words in the document. The dimension of word map 

vector is 10×10=100. Compared with BoW model the 

dimension of input vector is compressed to 100 from 34768. 

All of the word map vectors are learned by 2nd layer SOM to 

classify the documents. Fig. 6 shows the result. Compared 

with Fig. 4 and Fig. 5, the documents in same categories 

represented with same color gathers better. Especially, the 

categories dokujo-tsushin and MOVIE ENTER gathers well. 

The categories of SMAX and IT life hack are mixed because 

they are considered to use same or similar words frequently. 

 

 
Fig. 4. Experimental result of document classification based on Bow Model. 

 

 
Fig. 5. Experimental result of document classification based on Doc2Vec. 

 

 
Fig. 6. Experimental result od document classification based on 

Word2Vec and SO.  

 

VII. EXPERIMENTAL RESULTS USING DNA SEQUENCE 

DNA sequence is the string of 4 character A, G, T, C, and it 

defines the whole of organism from development to death. 

The high detailed analysis of DNA sequence requires 

massive computational power. However, using some type of 

global feature of DNA sequences, they can be classified with 

far small computational power. As such global features, the 

vector of frequencies of N-mer(character) sequences is 

proposed in [8]This feature is based on BoW model of N-mer 

sequences. However, the dimension of vector becomes 4^N 

for N-mer sequences, thus the dimension increases 

exponentially by N. In this section, the result of classification 

of DNA sequences using the method proposed in the previous 

section is shown. 

The DNA sequences are taken from KEGG online 

database. The sequences of the genes from amino acid 

metabolism for 7 species are used in the following 

experiments. As same as the procedure shown in 6.2, the 

sequences are processed based on Word2Vec model using 
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N-mer sequences as words.  Fig. 7, Fig. 8 and Fig. 9 show the 

results with changing the N and 1st-later map size which 

becomes the dimension of input vector of 2nd layer. Fig.10 

shows the result using the input vector based on Doc2Vec 

model for comparison. 

 

 
Fig. 7. Experimental result of classification of DNA sequences ( 4-mer, 1st 

layer SOM size 10 × 10). 

 

 
Fig. 8. Experimental result of classification of DNA sequences ( 6-mer, 1st 

layer SOM size 20 × 20). 

 

 
Fig. 9. Experimental result of classification of DNA sequences (6-mer, 1st 

layer SOM size 20 × 20). 

 

 
Fig. 10. Experimental result of classification of DNA sequence  (Doc2Vec 

model. 
 

In all Figs., the color points represent a gene of the specie 

shown in explanatory notes in right side. In Fig. 10, all of the 

species are randomly scattered on the map. Doc2Vec model 

is considered to be not able to extract the feature of DNA 

sequences. From Fig. 7 to Fig. 9, genes of mold, fruit fly, 

colibacillus and rice gather individually in some regions. 

Genes of human and mouse gather in mixed region because 

both of them are mammals. Genes of fugu gather closely to 

those of human and mouse because they are vertebrates. As 

shown in these figure, the organism are mapped according to 

the similarity among them. In Fig. 8 and Fig. 9, the input 

vectors are compressed greatly from 4^6=4096 and 

4^8=65536 to 400 respectively. 

VIII. CONCLUSION 

In this paper, the classification method of documents based 

on Word2Vec and Self Organizing Maps in proposed. The 

dimension of input vector can be compressed with the 

conversion based on Word2Vec and 1st layer SOM 

compared with conventional BoW model, and 2nd layer 

SOM can classify the documents better than SOM using 

BoW model. The performance of this method is examined 

using the new corpus data. The documents in different 

categories gather individually on the map, and the documents 

using similar words gather together.  

In this paper, the results of classification are visually 

evaluated based on the categories. The numerical evaluation 

of the classification results is considered to be required. 

Furthermore, the analysis of the classification in same 

categories, the analyses changing the size of vectors and 

processing of the word classes are required. 
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