
  

 

Abstract—Image data are normally unstructured and high 

dimensional due to the photography technology advancement 

such that an image can be taken at a wide range of resolution 

levels. To overcome such problem, data miners may consider 

selecting only a minimal set of features that are really important 

for classifying their images. Feature selection is a popular 

method for reducing dimensions in data. However, most feature 

selection algorithms return results in form of score for each 

feature. It is still difficult for data miners to choose features 

based on such scoring scheme because they may not know which 

score range is the best for their data classification at hand. 

Therefore, in this research, we aim to assist data miners and 

novice data analysts on solving dimensionality problem by 

finding for them the best optimal set of features, instead of just 

reporting the scores of all features and leaving the selection step 

to be the burden of miners. We select optimal set of features by 

firstly apply clustering technique to group similar features 

based on their scores. We thus propose the silhouette width 

criterion for selecting the optimal number of clusters during the 

cluster analysis step. After that we perform association mining 

to analyze relationships that may exist among different subsets 

of features toward the target attribute. Our method finally 

reports user the best subset of features to be potentially used 

further for data classification. We demonstrate performance of 

our proposed method on the satellite forest image data in Japan.   

 
Index Terms—Image data, feature selection, clustering, 

silhouette criterion, forrest type classification.  

 

I. INTRODUCTION 

With the rapid development of current electronic devices 

such as sensors and cameras, the outputs from these devices 

are of high quality and also high dimensions. Unfortunately, 

high dimensionality is still an unsolvable issue for many 

existing data mining and machine learning algorithms. Data 

with overwhelming attributes or dimensions can be a major 

cause of low computational performance. It can be even 

worse when such data may cause a creation of classifying 

model with low predictive accuracy due to the search for 

discriminative set of features is obscured by so many 

irrelevant features. Most classification algorithms are not 

designed to efficiently handle such high dimensionality 

problem.  

Therefore, the numerous feature selection techniques have 
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been proposed as a pre-classification step for solving the high 

dimensionality problem. Several research teams introduce 

many ways to reduce the number of features. The reduced set 

of features has been proven experimentally increasing the 

performance of learning process and also being able to build 

an accurate classification model. Generally, feature selection 

techniques can be divided into three classes [1]. The first class 

is called filter method, such as CfsSubsetEval [2], 

Information Gain, and Chi-Square [3]. The second class is the 

wrapper method [4], [5]. The filter method introduces some 

form of scoring computation without actually building a 

model, whereas the wrapper approach scoring the selected set 

of features by observing the error made by the classifying 

model.  The last class is called the embedded method; it 

combines the advantages from both the filter and wrapper 

methods [5]. 

Xie et al. [6] proposed the association rule mining 

technique to calculate weight for find the optimal features that 

are closely correlative with the class attribute, but the 

proposed technique is quite complex and performance test 

with cross validation. Nuntawut et al. [7] proposed the filter 

method for feature selection based on association rule mining 

such that the specific set of association rules that the rules’ 

consequence is the target class. But this feature selection 

algorithm does not work automatically because human is the 

one who select the features one by one based on the feature 

scores reported from the algorithm. Therefore, Nuntawut et al. 

[8] improved the algorithm by proposing clustering technique 

to cluster the feature scores to assist users on finding an 

appropriate groups of features. The clustering process is 

supposed to be automatic in the sense that the number of 

clusters should be judged by the process itself. However, the 

clustering algorithm is still semi-automatic in the sense that 

users must specify the suitable number of feature clusters. 

This research, thus, aims at extending the previous work of 

Nuntawut et al. [7], [8] by proposing a silhouette width 

criterion for automatic setting of initial cluster numbers. We 

also add confidence criteria into feature selection based on 

association rule mining technique to increase performance. 

Experimental results confirm the efficacy of our proposed 

method that can extract only relevant set of image features 

from ASTER satellite resulting in better recognition for each 

forest type.  

 

II. MATERIALS AND METHODS 

A. Feature Selection Based on Association Rule Mining 

Association rule mining is finding the frequent patterns in 
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database and present them in the form of association rules [9]. 

Generally, there can be so many possible association rules 

from this technique. Therefore, some constraints are 

necessary for reducing such exponential growth. There are 

two popular criteria: support and confidence. Support is the 

frequency of the occurring event, as shown in (1). Confidence 

is the proportion of frequency of co-occurring events to the 

frequency of antecedent event, as shown in (2). 

 Support,Supp ( )X Y P X Y    (1) 
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This technique had been successfully applied to multiple 

disciplines such as marketing to increase sales. Nuntawut et 

al. [7] applied this technique to find optimal feature set from 

high dimensional dataset by finding association rules that the 

target class appears in the consequence of the rule. Then, 

consider the features or attributes that are most influencing the 

target class. The algorithm consists of 4 steps: 

Step 1: define minimum frequency threshold, support, and 

confidence. Find frequent patterns and then generate 

association rules based on the Apriori algorithm [10]. 

Step 2: select only association rules that their consequence 

is target class. 

Step 3: count features that appear on association rules. 

Step 4: calculate frequent features in percentage, as in (3). 

Then, remove any feature having percentage of frequency 

appearance in the set of association rules lower than the 

specified minimum frequency threshold. 
 

AppearFrequency
FrequentFeature 100

#Rules
   (3) 

 

B. k-Means Clustering 

 

 
Fig. 1. Forming three clusters with minimized intra-cluster distance but 

maximized the inter-cluster distance. 

 

k-Means algorithm is unsupervised learning method to 

form data into clusters based on data similarity regardless of 

the target class information. Fig. 1 depicts the idea of 

clustering such that distance between data in the same cluster 

(intra-cluster) is low, whereas the distance between data in 

one cluster to data in another cluster (inter-cluster) is high 

[11], [12]. The k-means algorithm can be explained by the 

following 4 steps: 

Step 1: define the number of clusters (K) and randomly 

pick k instances as the initial cluster centroids.   

Step 2: assign all data points to the closest centroid by 

measuring the distance such as the Euclidean distance. 

Step 3: re-compute the centroid of each cluster by 

calculating mean value of all the data points in the cluster.  

Step 4: repeat steps 2 and 3 until the centroid does not 

change. 

C. Silhouette Coefficient  

The shortcoming of k-means clustering is the appropriate 

choice of k, which is the number of clusters. Silhouette 

coefficient is a popular measure for considering such 

parameter. The silhouette coefficient can be computed by 

using average distance between data points in the same cluster 

compared against average distances between data points in 

other clusters. Fig. 2 shows main concept of the silhouette 

coefficient to calculate the silhouette average of all cluster. 
 

 
Fig. 2. Concept of the silhouette coefficient. 

 
Fig. 3. The architecture of artificial neural networks. 

 

Define K to be cluster composing of data x(i) and ax(i) is 

average distance between x(i) to every data point in the cluster 

K. The notation bx is minimum average distance between x(i)  

and every data point in other clusters that are not a member in 

K. The calculation [13] of the silhouette coefficient of x(i), the 

silhouette average of each cluster, and the silhouette average 

of all cluster can be shown as in (4), (5), and (6), respectively. 
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where  

x(i) = data point in the cluster, i = 1, 2, 3, …, n,  

ax(i) = average distance between xi and every data point in 

the same cluster, and 

bx(i) = minimum average distance between xi and every data 

point in other clusters. 
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where k = number of clusters, and 

n = number of data points in the same cluster. 
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where m is number of all clusters. 
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D. Artificial Neural Networks  

Artificial neural networks is a simulation of human brain 

with computer program that can self-adjusting from learning 

the input values. The remarkable feature of this technique is 

that it consists of many nodes in the hidden layer in which 

parallel connections are effective for data classification [14]. 

Fig. 3 shows general architecture of artificial neural networks 

consisting of nodes and edges between nodes. Form the figure, 

the network can be partitioned based on node layout into 3 

layers. The first layer is input layer; the second is hidden layer 

(this layer can have more than 1 layer), and the final layer is 

output layer. 

III. PROPOSED WORK 

In this section, we present the proposed process of 

silhouette width criterion consideration for automatic 

clustering of feature sets with the main focus of finding 

optimal feature to be discovered by association rule mining. 

The idea is that we use the silhouette coefficient to find the 

appropriate number of clusters for clustering the feature 

scores from feature selection obtained from the association 

rule mining. The objectives are to increase the predictive 

accuracy and to reduce the data dimensions of forest type 

dataset. 

 

 
Fig. 4. The concept of feature selection based on association rule mining. 

 

 
Fig. 5. Comparative graphs showing average silhouette widths of different cluster numbers. 

 

Fig 4 shows the steps of the proposed process, which 

consists of three phases: phase 1, read the dataset from file or 

database and then perform discretization with chi-square 

algorithm if the data type is numeric. This discretization step 

is necessary for association rule mining that can handle only 

categorical values. Phase 2 is the feature selection method that 
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consists of three steps:  

Step 1: find frequent patterns and generate from these 

patterns association rules in a format “IF condition THEN 

consequence.” This step is done through Apriori algorithm 

with initial 2 thresholds: support and confidence. We also 

constrain the algorithm to generate rules with target class 

appeared in the consequence part of the rule. The result from 

this step is a set of features with scores computed as feature 

frequency in association rules and average confidence of each 

feature. 

Step 2: cluster the features based on their scores with 

different number of clusters. For each number of clusters, 

calculate the silhouette coefficient to find the best number of 

clusters. The higher silhouette coefficient means the better 

formation of clusters. The result in this step is the optimal 

parameter k to be used in the k-means clustering on step 3. 

Step 3: perform k-means clustering with the initial number 

of cluster (k) according to the recommend value from step 2. 

We then select a set of features from a cluster showing mean 

confidence higher than other clusters. The result in this step is 

optimal feature set to be used for classification. 

Finally, phase 3 is the building of classifier using artificial 

neural networks. 
 

TABLE I: COMPARATIVE RESULTS OF CLASSIFICATION ACCURACY, 

NUMBER OF FEATURES, AND AVERAGE SILHOUETTE WIDTH 

Number of 

Clusters (k) 

Accuracy Number of 

Features 

Average 

Silhouette Width 

2 80.31% 20 0.59 

3 81.54% 14 0.61 

4 82.77% 11 0.61 

5 82.77% 11 0.78 

6 82.77% 11 0.84 

7 84.62% 10 0.85 

8 80.00% 7 0.84 

9 79.69% 5 0.78 

10 78.46% 3 0.70 

 

IV. EXPERIMENTAL RESULTS  

To test performance of the proposed method of feature 

selection based on the silhouette width criterion for clustering 

relevant featured discovered by association rule mining, we 

use the forest type with high-resolution imaging from ASTER 

satellite that has been publicly available at the UCI Machine 

Learning Repository (http://archive.ics.uci.edu/ml). The data 

are divided into training dataset (198 instances) and test 

dataset (325 instances). We initialize Apriori algorithm to 

discover feature sets with support = 0.1 and confidence = 0.1. 

We experiment with number of clusters (k) between 2 to 10 

clusters.  

Table I shows comparative results of classification 

accuracy, number of features, and average silhouette. Fig. 5 

shows comparative average silhouette widths of different 

clusters. It can be seen that when the number of cluster = 7, the 

average silhouette coefficient is maximized (0.85). At this 

maximum coefficient value, the predictive accuracy is as high 

as 84.62%. Moreover, the number of features can be reduced 

from 26 down to 10. Characteristic of number of features 

according to the changing number of clusters has been 

captured and shown in Fig. 6. 
 

 
Fig. 6. The effect of cluster numbers to the number of features. 

 

 
Fig. 7. The accuracy and average silhouette width characteristics. 

 

Fig. 7 shows the comparisons of predictive accuracy and 

average silhouette width as the number of clusters has been 

varied from 2 to 10. It can be seen that the average silhouette 

has direct and positive impact to the classification accuracy. 

This is observed from the graph that when the silhouette width 

is low, the accuracy is also low. When the silhouette width is 

high, the accuracy is high as well. 

 

V. CONCLUSION 

This research aims at studying a novel method to use 

silhouette width criterion for cluster analysis with the main 

focus of finding optimal feature set to be used for building 

classification model. Set of features are discovered with the 

association rule mining method. The proposed feature subset 

selection method is to be applied on classifying data with high 

dimensionality such as satellite image data. Our proposed 

method works with three main phases. Firstly, find and score 

relevant set of features based on association rule mining 

technique. Secondly, apply silhouette width criterion to find 

optimal parameter k for the next phase of feature clustering 

and add average confidence threshold of each cluster to 

feature score for increasing clustering performance. From the 

experimental results, we can conclude that the proposed 

method can select a discriminative set of features resulting in 

a highly accurate classification model.   
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