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Abstract—This paper proposes a weighted scheme and fuzzy 

logic-based feature extraction technique, called weighted fuzzy 

generalized two-dimensional Fisher’s linear discriminant 

(WFG-2DFLD) and its use for face recognition using radial 

basis function (RBF) neural network as a classifier. In 

particular, the WFG-2DFLD method is extended version of the 

generalized two-dimensional Fisher’s linear discriminant 

(G-2DFLD) method. Like G-2DFLD, WFG-2DFLD also 

maximizes class separability along row and column directions 

simultaneously. Firstly, it calculates fuzzy membership matrix 

by fuzzy k-nearest neighbour (Fk-NN) algorithm for the 

training samples. Secondly, the fuzzy membership values are 

combined with the training samples to obtained global mean 

and class-wise mean training images. Thereafter, the global and 

class-wise mean images are used to generate fuzzy within-class 

and fuzzy between-class scatter matrices along the row and 

column directions. In order to make more accurate for 

classification, different weights are incorporated to scatter 

matrices. Finally, by solving the Eigen value problems of these 

scatter matrices; we find the optimal fuzzy projection vectors, 

which actually used to generate more discriminant features for 

face recognition. The WFG-2DFLD method has been evaluated 

on the YALE, AT&T (formally known as ORL), UMIST and 

FERET face databases using RBF neural network. Simulation 

results demonstrate that the proposed WFG-2DFLD method 

can obtain higher recognition rates than some state-of-the-art 

face recognition methods. 

 
Index Terms—WFG-2DFLD, fuzzy projection vector, Fk-NN, 

RBFNN based classifier, matrix-based feature extraction. 

 

I. INTRODUCTION 

In the last few decades the pattern recognition, biometrics 

and feature extraction became very popular research area 

among the researchers [1]-[4]. In this context, the face 

recognition problem can be viewed as a classification 

problem where one or more test images are compared with 

the face images stored in the databases. Although the face 

recognition techniques from still images having controlled 

background have matured substantially, the face recognition 

task is still very challenging under uncontrolled environment 

and different issues related to human face i.e. facial 

expression (unhappiness, happiness) and facial pose, 

occlusion (wearing beards, mustaches and glasses), 

illumination variance, etc. Broadly, the face recognition 
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methods can be classified into three main categories: (a) 

holistic approach, (b) feature based approach and (c) hybrid 

approach [1]-[9]. 

Holistic approach: This approach uses all the information 

available in the face images as a whole. The subspace-based 

methods, like principal component analysis (PCA), linear 

discriminant analysis (LDA) or Fisher‟s linear discriminant 

(FLD) [2], [3] and their variants, which use eigenfaces and/or 

fisherface to compute features, fall under this category. In 

particular, PCA maximizes the total scatter matrix across all 

face images. However, undesirable variations caused by 

lighting, facial expression and other factors are retained 

through PCA techniques. Many researchers argue that the 

PCA techniques do not provide any information for class 

discrimination; only perform dimension reduction [3]. The 

LDA has been proposed as a better alternative to the PCA to 

provide class discrimination information [3], [4]. The main 

objective of the LDA is to find best discrimination of vectors 

among the classes by maximizing the between-class 

differences and minimizing the within-class ones [3]. The 

main shortcoming of the LDA technique in face recognition 

is the “small sample size (SSS)” problem [4]. The SSS 

problem generally arises when the number of samples 

(images) is smaller than the dimension of the samples. The 

dimension of face images is generally very high; as a results, 

the within-class scatter matrix become singular that makes 

the FLD method infeasible. The SSS problem in LDA can be 

solved by sampling down the face images into smaller size. 

To avoid SSS problem PCA + FLD technique was proposed 

by Er. et al. [5]. They have used the PCA method to reduce 

dimension of face images and then used the FLD technique to 

obtain lower dimensional discriminant features [5], [6]. 

Independent component analysis (ICA) is also developed as 

an effective feature extraction technique [6]. ICA computes 

discriminant features from covariance matrix by considering 

high-order statistics. The two-dimensional PCA (2DPCA) 

directly works on the 2D image matrices and found to be 

computationally efficient and more superior for face 

recognition and reconstruction than PCA [7]. 

Two-dimensional FLD (2DFLD) method also works directly 

on the 2D image matrices and maximizes class separability 

either from row or column direction [8]. The 2DFLD method 

is much superior in comparison to PCA and 2DPCA methods 

in terms of feature extraction and face recognition [9]. An 

improvement of the 2DFLD method, the generalized 2DFLD 

(G-2DFLD) method brings out the projection vectors both 

from the row and column directions from the training images 

[9]. Then, linearly projecting an image matrix on these row 

and column projection vectors the discriminant feature 

vectors are obtained in the form of a matrix. Consequently, 

this algorithm also maximizes the discriminative information 
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among the classes while minimizing it within a class [9]. 

Recently, researchers have devised different fuzzy-based 

techniques e.g. fuzzy fisherface, fuzzy k-nearest neighbour 

(Fk-NN), fuzzy two dimensional principal component 

analysis (F-2DPCA) and fuzzy fisherface, fuzzy two 

dimensional Fisher‟s linear discrimination (F-2DFLD). The 

aforementioned techniques are mainly used in facial feature 

extraction and face recognition [10]-[15]. Authors in [10] 

have devised fuzzy k-nearest neighbour (Fk-NN) approach, 

where the fuzzification is done on the class assignment. The 

fuzzy fisherface (Fuzzy-FLD) method is an extension of 

fisherface method where fuzzy logic is combined with the 

face recognition technique [11]. The Fuzzy-FLD method 

defines the within- and between-class scatter matrices for 

binary labeled patterns by incorporating the fuzzy 

membership grades. These matrices are used for face 

recognition [11]. Again, the fuzzy fisherface is extended to 

the fuzzy 2DFLD (F-2DFLD) where the scatter matrices 

were redefined by integrating the membership grades into 

each training sample [12]. Yang et al. proposed feature 

extraction using fuzzy inverse FDA [13]. The membership 

degree matrices are calculated in this context by 

incorporating the Fk-NN. The Fuzzy 2DPCA technique is 

presented where Fk-NN method is also used to calculate the 

membership matrix for training sample [14]. The maximum 

scatter difference (MSD) is further extended to fuzzy MSD 

[15]. 

A. Feature Based Approach 

Feature based approach uses facial structural information 

for feature extraction and recognition [18], [19]. However, all 

of these techniques mainly depend on heuristics search 

subspace with geometrical constraints. The elastic bunch 

graph matching method, where face recognition is 

formulated by elastic graph matching that is executed by 

stochastic optimization of a matching cost function with an 

additional computational overhead [20], [21]. The hidden 

Markov model (HMM)-based methods use strip of pixels to 

cover eye, nose, mouth, forehead and chin without locating 

the exact view of the facial features [20]. The dynamic link 

architecture (DLA)-based graph matching technique is one of 

the most popular methods in the categories [21]. 

B. Hybrid Approach 

This approach uses both local features and the whole face 

image for feature extraction and recognition [22]-[25]. It is 

more similar to the behavioral aspect of human being to 

recognize a face. These types of methods try to realize the 

human perception by integrating holistic and feature-based 

approaches to recognize a face. Some of the hybrid methods 

are the modular eigenfaces method [22], hybrid local feature 

analysis (LFA) [23], shape normalized method [24] and 

component-based method [25]. The modular eigenfaces 

method [22] uses hybrid features by combining eigenfaces 

and other Eigen modules i.e. eyes, mouth and nose. This 

method is found to be slightly superior to the holistic 

eigenfaces method. The hybrid LFA method [23] uses a set of 

hybrid features using PCA and LFA methods. The shape 

normalized method uses both shape and gray-level 

information for automatic face recognition [24]. The 

component-based method [25] decomposes a face into a set 

of facial components such as mouth and eyes that are 

interconnected by a flexible geometrical model. One 

drawback of this method is that it needs a large number of 

training images taken from different viewpoints and under 

different lighting conditions. 

In the proposed method, we have incorporated the fuzzy 

membership values in different classes which are computed 

from the training images (samples). To obtain the 

membership degrees of each training sample, we have used 

the fuzzy k-NN and used them for calculating the global and 

class-wise mean training image matrices. Finally, the fuzzy 

between- and within-class scatter matrices are calculated 

separately in row and column directions. The features are 

extracted by solving the eigenvalue problem of these scatter 

matrices. 

The paper is organized as follows: related feature 

extraction methods are described in Section II. The outline of 

Fk-NN, brief description, algorithm and implementation 

details of proposed WFG-2DFLD method is elaborated in 

Section III. The key idea of RBFNN is represented in Section 

IV. The empirical results on four public face image datasets 

are illustrated in Section V. Finally, a discussion in Section 

VI draws the concluding remarks of the paper. 

 

II. RELATED FEATURE EXTRACTION TECHNIQUES 

Our proposed method is based on the generalized 

two-dimensional Fisher‟s linear discriminant (G-2DFLD) [9] 

and weighted fuzzy maximum scatter difference (FMSD) 

[15] feature extraction techniques. To make paper 

self-contained and also to distinguish our contribution, the 

G-2DFLD and FMSD methods are briefly presented in this 

section. 

A. Overview of the Generalized 2DFLD Method for 

Feature Extraction  

Let, the face images are of 𝑟 × 𝑠  dimension which are 

represented in the form of 2D vectors  𝑿𝑖 (𝑖 = 1, 2, … , 𝑁). 

The total number of “𝐶 ” classes comprises 𝑁 face images. 

The 𝑐𝑡ℎclass is represented by 𝐶𝑐  having total samples of 𝑁𝑐  

and also satisfying the condition ( 𝑁𝑐 = 𝑁)𝐶
𝑐=1  . The global 

mean training images denoted by 𝝂 =  
1

𝑁
 𝑿𝑖

𝑁
𝑖=1 , and 

class-wise mean training images denoted by 𝝂𝑐 =

 
1

𝑁𝑐
 𝑿𝑖

𝑁
𝑖=1 |𝑿𝑖 ∈ 𝐶𝑐 . Given an image X, the G-2DFLD 

–based [9] 2D feature matrix Y is generated by the following 

linear transformation: 

𝒀 = (𝑷𝑜𝑝𝑡 )𝑇𝑿(𝑸𝑜𝑝𝑡 )                              (1) 

where 𝑷𝑜𝑝𝑡  and 𝑸𝑜𝑝𝑡  are the two optimal projection matrices.  

The between-class and within-class scatter matrices along 

row direction ( 𝑺𝑟𝑏  and 𝑺𝑟𝑤 )  and column 

direction (𝑺𝑐𝑏  and 𝑺𝑐𝑤 ) are computed as follows: 

𝑺𝑟𝑏 =   𝑁𝑐 𝝂𝑐 − 𝝂  𝝂𝑐 − 𝝂 𝑇                        𝐶
𝑐=1  (2) 

𝑺𝑟𝑤 =    𝑿𝑖 −  𝝂𝑐  𝑿𝑖 −  𝝂𝑐 
𝑇               𝑁

𝑖∈𝑐
𝐶
𝑐=1  (3) 

𝑺𝑐𝑏 =   𝑁𝑐 𝝂𝑐 − 𝝂 𝑇𝐶
𝑐=1  𝝂𝑐 − 𝝂                         (4) 

𝑺𝑐𝑤 =    𝑿𝑖 −  𝝂𝑐 
𝑇 𝑿𝑖 −  𝝂𝑐 

𝑁
𝑖∈𝑐

𝐶
𝑐=1                 (5) 

In above expression, the dimensions of the row-wise 

scatter matrices (𝑺𝑟𝑏  𝑎𝑛𝑑 𝑺𝑟𝑤 ) and the column-wise scatter 

matrices  𝑺𝑐𝑏  𝑎𝑛𝑑 𝑺𝑐𝑤   are found to be r×r and s×s, 

respectively. 
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The two Fisher‟s criteria (objective function) along row 

direction ( 𝐽 𝑷 )  and column direction  ( 𝐽 𝑸 )  have been 

formulated as stated below: 

𝐽 𝑷 =  
 𝑷𝑇𝑺𝑟𝑏  𝑷 

 𝑷𝑇𝑺𝑟𝑤  𝑷 
                                    (6) 

𝐽 𝑸 =  
 𝑸𝑇𝑺𝑐𝑏 𝑸 

 𝑸𝑇𝑺𝑐𝑤 𝑸 
                                    (7) 

The optimal projection vectors 𝑷𝑜𝑝𝑡  and 𝑸𝑜𝑝𝑡  can be 

obtained by finding the normalized eigenvalues the 

eigenvectors of 𝑺𝑟𝑏 𝑺𝑟𝑤
−1  and 𝑺𝑐𝑏 𝑺𝑐𝑤

−1  , respectively. The 

eigenvalues are sorted in descending order and the 

eigenvectors are also rearranged accordingly. The optimal 

projection (eigenvector) matrix 𝑷𝑜𝑝𝑡  and 𝑸𝑜𝑝𝑡  can be formed 

as follows: 

𝑷𝑜𝑝𝑡 = arg 𝑚𝑎𝑥
𝑃

 𝑺𝑟𝑏 𝑺𝑟𝑤
−1                                 (8) 

                      =  𝑝1 , 𝑝2 , … , 𝑝𝑢                                               

𝑸𝑜𝑝𝑡 = arg 𝑚𝑎𝑥
𝑄

 𝑺𝑐𝑏 𝑺𝑐𝑤
−1                                (9) 

= 𝑞1 , 𝑞2, … , 𝑞𝑣                                              

B. Overview of the Weighted FMSD Method for Feature 

Extraction 

In the FMSD method [15] the fuzzy membership value is 

incorporated into the within and between scatter matrices. 

Step 1: (Fk-NN): The scatter matrices are then redefined 

by integrating the fuzzy membership (𝑀𝐹) with the training 

images [10]. 

Step 2: Calculate the global mean training image (𝝉 =

 
  𝝁𝑐𝑖 𝑿𝑖

𝑁
𝑖=1

𝐶
𝑐=1

  𝝁𝑐𝑖
𝑁
𝑖=1

𝐶
𝑐=1

)  and class-wise mean training image  (𝝉 𝑐 =

 
 𝝁𝑐𝑖 𝑿𝑖

𝑁
𝑖=1

 𝝁𝑐𝑖
𝑁
𝑖=1

;  𝑐 = 1, 2, 3, … , 𝐶 ) . The fuzzy membership 

degrees are incorporated into the training images to obtain the 

global- and class-wise mean images [15].  

Step 3: The fuzzy between image scatter  (𝑺𝑏
𝑓

) and fuzzy 

within image scatter matrices (𝑺𝑤
𝑓

)  and Fisher‟s criteria 

(objective function)  𝐽 𝑾𝑓   are formulated as follows:  

 
  
 

  
  𝑺𝑏

𝑓
=

1

𝑁
  𝑁𝑐  𝝉 𝑐 − 𝝉   𝝉 𝑐 − 𝝉  𝑇       𝐶

𝑐=1

 𝑺𝑤
𝑓

=
1

𝑁
   𝑋𝑖 − 𝝉 𝑐   𝑇𝑁

𝑖∈𝑐
𝐶
𝑐=1  𝑋𝑖 − 𝝉 𝑐 

 

 𝐽 𝑾𝑓 = arg 𝑚𝑎𝑥
𝑾𝑓

 
 (𝑾𝑓)𝑇𝑺𝒃

𝒇
 𝑾𝑓𝛽 

 (𝑾𝑓 )𝑇𝑺𝒘
𝒇

𝑾𝑓(1−𝛽) 
      

       

               (10) 

where 0< 𝛽<1 

where the total number of “𝐶 ”  classes comprises 𝑁  face 

images. The 𝑐𝑡ℎ class is represented by 𝐶𝑐  having total 

samples of 𝑁𝑐  and also satisfying the condition ( 𝑁𝑐 =𝐶
𝑐=1

𝑁). 

Step 4: Project all samples to find the optimal projection 

vectors 𝑾𝑜𝑝𝑡
𝑓

 and classify testing samples with the classifier. 

III. FRAMEWORK (ALGORITHM) OF PROPOSED WEIGHTED 

FUZZY GENERALIZED TWO-DIMENSIONAL LINEAR 

DISCRIMINANT (WFG-2DFLD) METHOD 

The human face images are different under various 

circumstances such as, illumination, pose etc. As a result, 

sometimes, images of a person may look alike to that of a 

different person. In addition, variability among the images of 

a person may rise quite significantly. Therefore, fuzzy class 

assignment for the training images may be suitable instead of 

binary class assignment. In this study, to minimize the 

distance between the within-class samples and to maximize 

the between-class samples, the weights are incorporated. This 

enables more robust and easy classification of the images. 

The discriminant features are extracted by setting the 

weighted parameter 𝛽 as it gives optimal result in this study. 

The proposed WFG-2DFLD method is basically based on the 

concept of fuzzy class assignment, where a face image 

belongs to different classes as characterized by its fuzzy 

membership values. In the present study, we have used the 

Fk-NN [10] for generating fuzzy membership values for 

training images; resulting a fuzzy membership matrix. The 

fuzzy membership values are incorporated with the training 

images to obtain global and class-wise mean images, which 

in turn used to form fuzzy between-class and fuzzy 

within-class scatter matrices. Therefore, these scatter 

matrices yield useful information regarding association of 

each training image into several classes. The optimal fuzzy 

2D projection vectors are obtained by solving the eigenvalue 

problems of these scatter matrices. Finally, the WFG-2DFLD 

-based features are extracted by projecting a face image onto 

these optimal fuzzy 2D projection vectors. The different steps 

of the WFG-2DFLD method are presented in details in the 

following sub-sections. 

A. Generation of Membership Matrix by Fuzzy k-Nearest 

Neighbor (Fk-NN) 

Let, there are C classes and N training images; each one is 

represented in the form of 2D vectors 𝑿𝑖 (𝑖 = 1, 2, … , 𝑁). A 

fuzzy k-NN-based decision method has been used for 

assigning membership values to the training samples 

(images). The steps for computations of the membership 

degrees are described as follows [10, 11]: 

Step 1: Euclidean distance matrix is calculated between the 

pair of training images. Row and column indexes represent 

the serial number of the training images. In addition, generate 

a 2D class matrix, whose column entries represent the class 

values corresponding to the training images. 

Step 2: Diagonal values (usually „0‟) of this matrix are 

replaced by large numeric values, which is greater than the 

maximum value of its own column. 

Step 3: Sort (ascending order) the distance matrix in a 

column-wise direction and the corresponding class matrix is 

also rearranged accordingly. 

Step 4: The class labels are collected from the patterns in 

column-wise direction, located in the nearest neighborhood 

according to the k-nearest neighbors rule and a list of “k” 

integers are returned. 

Step 5: Compute membership degree value µ𝑖𝑗  for the j
th
 

image that belongs to i
th

 class according to the following 

equation: 

 

µ𝑖𝑗 =

 
 
 

 
 0.51 +  0.49  

𝑛𝑖𝑗

𝑘
 ;  if 𝑖 is equal to the 

                               class of the 𝑗𝑡ℎ  image 
 

        0.49  
𝑛𝑖𝑗

𝑘
 ;                       otherwise

          (11) 
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where 𝑛𝑖𝑗  represents the total number of neighbors of the 𝑗𝑡ℎ  

image which belong to the 𝑖𝑡ℎ  class.  

The method actually redefines the membership values of 

the labelled images. When, all of the neighbors belong to the 

𝑖𝑡ℎ  class which is equal to the class of 𝑗𝑡ℎ  image under 

consideration, then 𝑛𝑖𝑗 = 𝑘 and 𝜇𝑖𝑗  returns 1, making 

membership values for the other classes as zero. In addition, 

µ𝑖𝑗  also satisfies two properties as stated below: 

      
 𝜇𝑖𝑗 = 1𝐶

𝑖=1

and                
        0 <  𝜇𝑖𝑗 < 𝑁𝑁

𝑗 =1

                            (12) 

So, the fuzzy membership matrix 𝑀𝐹  using the Fk-NN can

 be illustrated as given below: 

 

𝑀𝐹 =  𝜇𝑐𝑖  ; 𝑐 = 1, 2, 3, … , 𝐶;     𝑖 = 1, 2, 3, … , 𝑁        (13) 

B. Generation of Optimal Weighted Fuzzy Projection 

Vectors 

The next step of the proposed WFG-2DFLD method is to 

integrate the fuzzy membership values with the training 

images and redefine the scatter matrices along row and 

column directions. The discriminant features are extracted by 

setting the weighted parameter. Finally, generate the optimal 

fuzzy projection vectors by solving the eigenvalue problems 

of these scatter matrices. 

Let the training set contains N images of C classes 

(subjects) and each one is denoted as 𝑿𝑖  (𝑖 =  1, 2, 3 … , 𝑁) 

having dimension as r×s. The 𝑐𝑡ℎ  class  𝐶𝑐 , has total 𝑁𝑐  

images and satisfies  𝑁𝑐 = 𝑁𝐶
𝑐=1 . Let 𝝉  is the global mean 

image and 𝝉 𝑐  is the mean image of the 𝑐𝑡ℎ  class. Fuzzy 

membership degrees are incorporated into the training 

images to get global mean image and class-wise mean images, 

which are defined as follows: 

𝝉 𝑐 =  
 𝝁𝑐𝑖 𝑿𝑖

𝑁
𝑖=1

 𝝁𝑐𝑖
𝑁
𝑖=1

;   𝑐 = 1, 2, 3, … , 𝐶                    (14) 

𝝉 =  
  𝝁𝑐𝑖 𝑿𝑖

𝑁
𝑖=1

𝐶
𝑐=1

  𝝁𝑐𝑖
𝑁
𝑖=1

𝐶
𝑐=1

                                     (15) 

The four scatter matrices along the row and column 

directions are redefined as (i) fuzzy image row-wise 

between-class scatter matrix, (ii) fuzzy image row-wise 

within-class scatter matrix, (iii) fuzzy column-wise 

between-class scatter matrix and (iv) fuzzy column-wise 

within-class scatter matrix and denoted as f

rbS , f

rwS , f

cbS , 

f

cwS , respectively. These fuzzy scatter matrices ( f

rbS , f

rwS , 

f

cbS , f

cwS ) are expressed as follows: 

𝑺𝑟𝑏
𝑓

=
1

𝑁
 𝑁𝑐 𝝉 𝑐 −  𝝉   𝝉 𝑐 − 𝝉  𝑇                     𝐶

𝑐=1 (16) 

𝑺𝑟𝑤
𝑓

=
1

𝑁
   𝑿𝑖 − 𝝉 𝑐  𝑿𝑖 − 𝝉 𝑐 

𝑇                  𝑁
𝑖∈𝑐

𝐶
𝑐=1 (17) 

𝑺𝑐𝑏
𝑓

=  
1

𝑁
  𝑁𝑐 𝝉 𝑐 − 𝝉  𝑇   𝝉 𝑐 −  𝝉  𝐶

𝑐=1                      (18) 

𝑺𝑐𝑤
𝑓

=  
1

𝑁
   𝑿𝑖 − 𝝉 𝑐 

𝑇 𝑿𝑖 − 𝝉 𝑐                   𝑁
𝑖∈𝑐

𝐶
𝑐=1 (19) 

It may be noted that the size of the 𝑺𝑟𝑏
𝑓

 and 𝑺𝑟𝑤
𝑓

 scatter 

matrices is 𝑟 × 𝑟 ; whereas for the 𝑺𝑐𝑏
𝑓

 and 𝑺𝑐𝑤
𝑓

 scatter 

matrices it is 𝑠 × 𝑠.  

The Fisher‟s criteria (objective function) 𝐽𝑤
𝑓

(𝑾𝑓 ′
)  and 

𝐽𝑤
𝑓

(𝑾𝑓 ′′
) along row and column directions are defined as 

follows: 

 

𝐽𝑤
𝑓
 𝑾𝑓 ′

 = arg 𝑚𝑎𝑥
𝑾𝑓′

 (𝑾𝑓′
)𝑇𝑺𝑟𝑏

𝑓
𝑾𝑓′

𝛽 

 (𝑾𝑓′
)𝑇𝑺𝑟𝑤

𝑓
𝑾𝑓′

(1−𝛽) 
               (20) 

and 

𝐽𝑤
𝑓
 𝑾𝑓 ′′

 = arg 𝑚𝑎𝑥
𝑾𝑓′′

 (𝑾𝑓′′
)𝑇𝑺𝑐𝑏

𝑓
𝑾𝑓′′

𝛽 

 (𝑾𝑓′′
)𝑇𝑺𝑐𝑤

𝑓
𝑾𝑓′′

 (1−𝛽) 
            (21) 

 

where 0< 𝛽<1 

The ratio is maximized in the above two equations (20) and 

(21) when the row and the column vectors of the weighted 

fuzzy projection matrix 𝑾𝑓 ′
and 𝑾𝑓 ′′

 are the eigenvectors of 

𝑺𝑟𝑏
𝑓

 𝛽  𝑺𝑟𝑤
𝑓

 (1 − 𝛽) 
−1

 and  𝑺𝑐𝑏
𝑓

 𝛽  𝑺𝑐𝑤
𝑓

 (1 − 𝛽) 
−1

, 

respectively. The weighted fuzzy optimal projection matrix 

𝑾𝑜𝑝𝑡
𝑓 ′

 and 𝑾𝑜𝑝𝑡
𝑓 ′′

 are obtained by finding the eigenvectors of 

𝑺𝑟𝑏
𝑓

 𝛽  𝑺𝑟𝑤
𝑓

 (1 − 𝛽) 
−1

 and 𝑺𝑐𝑏
𝑓

 𝛽  𝑺𝑐𝑤
𝑓

 (1 − 𝛽) 
−1

 

corresponding to the 𝑢 and 𝑣  largest eigenvalues, 

respectively. The weighted fuzzy optimal projection matrices 

𝑾𝑜𝑝𝑡
𝑓 ′

 and 𝑾𝑜𝑝𝑡
𝑓 ′′

 can be represented as follows: 

𝑾𝑜𝑝𝑡
𝑓 ′

= arg 𝑚𝑎𝑥
𝑊𝑓′

 𝑺𝑟𝑏
𝑓

 𝛽  𝑺𝑟𝑤
𝑓

 (1 − 𝛽) 
−1

  

=  𝑊1
𝑓 ′

, 𝑊2
𝑓 ′

, … , 𝑊𝑢
𝑓 ′

                                  (22) 

𝑾𝑜𝑝𝑡
𝑓 ′′

= arg 𝑚𝑎𝑥
𝑊𝑓′′

 𝑺𝑐𝑏
𝑓

 𝛽  𝑺𝑐𝑤
𝑓

 (1 − 𝛽) 
−1

  

=   𝑊1
𝑓 ′′

, 𝑊2
𝑓 ′′

, … , 𝑊𝑣
𝑓 ′′

                              (23) 

where {𝑝𝑖|𝑖 =  1, 2, . . . , 𝑢}  is the set of normalized 

eigenvectors of 𝑺𝑟𝑏
𝑓

 𝛽  𝑺𝑟𝑤
𝑓

 (1 − 𝛽) 
−1

 corresponding to 𝑢 

largest eigenvalues {𝜆𝑖|𝑖 =  1, 2, . . . , 𝑢}  and {𝑞𝑗  |𝑗 =

 1, 2, . . . , 𝑣}  is the set of normalized eigenvectors of 

𝑺𝑐𝑏
𝑓

 𝛽  𝑺𝑐𝑤
𝑓

 (1 − 𝛽) 
−1

corresponding to 𝑣  largest 

eigenvalues {𝛼𝑗 |𝑗 =  1, 2, . . . , 𝑣}. 

C. Generation of WFG-2DFLD-based Features 

For an image X, the WFG-2DFLD-based features in the 

form of 2D matrix of size 𝑢 × 𝑣 is generated by projecting it 

onto the optimal weighted fuzzy projection matrices and can 

be achieved by the following linear transformation as defined 

below: 

𝒀𝑤
𝑓

=  𝑾𝑜𝑝𝑡
𝑓 ′

 
𝑇

𝑿  𝑾𝑜𝑝𝑡
𝑓 ′′

                         (24) 

D. Implementation Details of WEIGHTED Fuzzy 

G-2DFLD Method 

Step1. (Fk-NN): The matrix of the fuzzy membership 

degrees 𝑀𝐹  of the training samples can be calculated by 

aforesaid Fk-NN algorithm. The matrix of the mean image 

and class-wise mean images are computed according to the 

fuzzy membership values. 

Step2. (WFG-2DFLD): Calculate fuzzy scatter matrices 

(within-class and between-class) in row- and column-wise 

directions. Weights (𝛽)  are multiplied into the above 

mention scatter matrices. Two objectives functions 𝐽𝑤
𝑓
 𝑾𝑓 ′

  

and 𝐽𝑤
𝑓
 𝑾𝑓 ′′

  are computed by finding normalized 
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eigenvalues and corresponding eigenvectors. Finally, the 

optimal projection matrix 𝑾𝑓 ′
 and 𝑾𝑓 ′′

are obtained after 

properly sorting the eigenvectors and are used for feature 

extraction.  

Step3. (Classification): classification and recognition is 
done after feature extraction using a multilayer RBFNN as 
classifier. 

 

IV. RADIAL BASIS FUNCTION NEURAL NETWORK 

Once the features are generated by the proposed 

WFG-2DFLD method for all the images present in the 

training and test sets, a multilayer radial basis function neural 

network (RBFNN) is designed and trained using the features 

of the training images. Thereafter, a test image is classified 

by the multilayer RBFNN [16, 17] using its WFG-2DFLD 

-based features. The input layer of the above RBFNN 

comprises of D units (neurons) for a D-dimensional feature 

(input) vector. Every input unit is fully connected with 

L-hidden layer units excluding the bias unit. The numbers of 

hidden layer neurons are determined empirically. Likewise, 

all hidden layer neurons including the bias unit are fully 

connected with the C units of the output layer which 

represents the number of classes of the problem. Each hidden 

layer unit is excited by a Gaussian kernel function and is 

characterized by its center and the width of the receptive field. 

If the radial distance from the center is zero, the function 

maximizes and decreases as the distance from the center 

increases. The Euclidean distance is considered as the 

measure of distance is expressed as follows: 

𝑑 𝒙𝑖 , 𝒄𝑗  =  𝒙𝑖 − 𝒄𝑗  =    𝑥𝑖𝑢 − 𝑐𝑗𝑢  
2𝐷

𝑢=1  

1

2
            (25) 

 

where 𝒙𝑖  is the i
th

 feature (input) vector, 𝒄𝑗  is the center of the 

𝑗𝑡ℎ  hidden layer unit and D is the dimension of the input 

vector. 

The output of the 𝑗𝑡ℎ  hidden layer unit is generated by the 

following Gaussian function: 

𝜑𝑗  𝑥𝑖 = 𝑒𝑥𝑝  −
𝑑 𝒙𝑖 ,𝒄𝑗  

2

2𝜎𝑗
2                              (26) 

where 𝜎𝑗  is the width of the receptive field of the Gaussian 

function associated with the 𝑗𝑡ℎ  hidden layer unit. The output 

of the RBF neural network for 𝑖𝑡ℎ  input vector 𝒙𝑖  can be 

described as below: 

 

𝑧𝑖𝑘 =   𝜑𝑗  𝒙𝑖 𝑤𝑘𝑗  
𝐿
𝑗 =0 ,    𝑘 = 1,2, … , 𝐶               (27) 

 

where 𝑤𝑘𝑗  is the weight between the 𝑗𝑡ℎ  hidden layer unit 

and the 𝑘𝑡ℎ  neuron of the output layer, 𝜑0(𝒙𝑖)  and 𝑤𝑘0 

positive bias having value unity and weight to the 𝑘𝑡ℎ  output 

neuron from the bias neuron, respectively. C is the total 

number of output units of the RBFNN. 

The training procedure of the RBF neural network consists 

of a hybrid process, which passes through two steps one after 

another. In the first step, the centres of the hidden layer units 

(𝒄𝑗 , 𝑗 =  1, 2, . . . , 𝐿)  and the widths ( 𝜎𝑗 ) of the 

corresponding kernel functions are estimated using an 

algorithm as described in [16]. While, in the second step, the 

weights (𝑤𝑘𝑗 , 𝑘 =  0, 1, . . . , 𝐶)  between the hidden layer 

and output layer are estimated using the LMS algorithm [16, 

17]. The class of a test feature vector (and thus test image) is 

estimated as the index of the output layer unit, which 

produces maximum value and is defined as follows: 

 

𝐶𝑙𝑎𝑠𝑠 𝑿𝑖 = arg max 𝑧𝑖𝑘  ;    𝑘 =  1 𝑡𝑜 𝐶          (28) 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, we have assessed the proposed 

WFG-2DFLD method for facial feature extraction and 

recognition using four public face databases namely, YALE 

[27], AT&T [28], UMIST [29] and FERET [30, 31]. The 

discriminant features are extracted by setting the weighted 

parameter 𝛽  as  0.4  as it gives optimal result. The YALE 

database is used to assess the WFG-2DFLD method under 

various facial expressions and lighting conditions. The 

AT&T database is used to evaluate the presented method 

under the condition of minor variations of rotation and 

scaling. The UMIST database is used to evaluate the 

suggested method when the angle of rotation of the facial 

images is quite large. Finally, the FERET database is used to 

evaluate the above proposed method under the condition of 

variation of facial expression, pose and illumination. In these 

experiments, we have used a RBFNN classifier due to its 

superiority and simplicity over the other types of neural 

networks. 

A. YALE Database 

The YALE face database [27] contains face images of 15 

different individuals (persons). Each person has 11 images, 

which are taken under different facial expressions and 

lighting conditions. Therefore, the YALE database consists 

of total 165 images. The resolution of each image is of size 

320×243. However, to reduce computational complexity, we 

have cropped each image into a size of 50×40 based on the 

location of eyes. Fig. 1 shows the cropped images of two 

different individuals. 

 

 
Fig. 1. Cropped images of two different individuals from the YALE 

database. 
 

 
Fig.  2. Average recognition rates of the proposed WFG-2DFLD method on the 

YALE database by varying the feature matrices. 
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For each person, we have taken first six images (i.e. 

centre-light, with glasses, happy, left-light, without glasses, 

and normal) for training and rest five of the images (i.e. 

right-light, sad, sleepy, surprised, and winking) for testing 

purpose. The WFG-2DFLD method is evaluated with feature 

matrices of sizes 6×6, 8×8, 10×10, 12×12, 14×14, 16×16, 

18×18, 20×20, 22×22 and 24×24 using RBFNN as a 

classifier. The RBFNN is modeled with 75 hidden layer 

nodes. Fig. 2 shows performance of the average recognition 

rates by varying the feature size. 

The WFG-2DFLD algorithm achieves 97.33% recognition 

rate with 20×20 feature size. It may be noted that the 

WFG-2DFLD method outperforms the 2DPCA [12], LDA 

[12], 2DFLD [12], G-2DFLD, and F-2DFLD [12] methods as 

demonstrated in Table I. 

TABLE I: COMPARISON DIFFERENT METHODS IN TERMS OF RECOGNITION 

RATES (%) ON THE YALE FACE DATABASE 

Method 
2DPCA 

[12] 

LDA 

[12] 

2DFLD 

[12] 

G-2D

FLD 

F-2DFLD 

[12] 

WFG-2D

FLD 

(𝛽 = 0.4) 

Result 92 93.33 93.33 96 96 97.33 

Feature 
size 

50×11 14 50×3 18×18 50×3 20×20 

Highest recognition rates are indicated by the bold values. 
 

B. AT&T Database 

This database consists of 400 images of 40 persons, where 

each person has 10 dissimilar images [28]. In our study, we 

have selected the s images randomly from the pool of images 

from each person to generate the training set and remaining 

images were taken for creating test set. Therefore, the 

training and test set comprises completely distinct set of 

images. The values of s are taken as 3, 4, 5, 6 and 7 to form 

different pairs of training and test sets. Fig. 3 represents the 

face images of two individuals.  
 

 

 
Fig. 3. Images of two different individuals in the AT&T face database. 

 

 

 

 
Fig. 4. Some example face images and corresponding class-wise mean 

images. Top row: example images from the AT&T face database. Middle 
row: class-wise mean images. Bottom row: class-wise mean images using 

the WFG-2DFLD method. 
 

In this study, we have validated the performance of our 

method with 20 different pairs of training and test sets for 

each value of s. Since the present method considers that a 

face image may simultaneously belong to different classes 

with possibly different membership values, the class-wise 

mean images may differ from the actual ones. In particular 

for s=5, Fig. 4 demonstrates that the WFG-2DFLD-based 

class-wise mean images (bottom row) actually differ from the 

actual ones (middle row).  

For s=5, Fig. 5 shows the average recognition rates by 

varying the feature size and also the size of neighborhood k. 

From the figure it is clear that the suggested method provides 

superior result of 98% using k=45. 

 
Fig. 5. Average recognition rates of the WFG-2DFLD method on the AT&T 

database for different values k and feature matrices. 
 

In addition, Fig. 6 also shows the minimum, maximum and 

average recognition rates of the WFG-2DFLD method for 

different sizes of feature matrices using k= 45. 
 

 
Fig. 6. Minimum, maximum and average recognition rates of the 

WFG-2DFLD method by varying feature matrices on the AT&T face 

database using k=45. 
 

 
Fig. 7. Average recognition rates of the WFG-2DFLD method on the AT&T 

database for different values of s by varying the feature matrices. 
 

Furthermore, the proposed method is also evaluated for 

s=3, 4, 6 and 7 by varying feature matrices. Fig. 7 shows the 

collective performance of the WFG-2DFLD method for 

different values of s. The proposed method yields the best 

average recognition rates of 93.25% (14×14), 96.16% 

(14×14), 98% (14×14), 98.91% (18×18) and 98.82% (16×16) 

for s = 3, 4, 5, 6 and 7, respectively.  
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The WFG-2DFLD method is compared with the MMSD 

[15], MSD [15], G-2DFLD [9], F-2DFLD [12], 2DFLD [9], 

Fuzzy fisherface [12], and 2DPCA [9] methods. The 

comparison in terms of best average recognition rates for 

different combination of training set and test set are presented 

in Table II. The results demonstrate that the WFG-2DFLD 

method outperforms the other methods. It may be noted that 

results of the Fuzzy fisherface [12] and F-2DFLD [12] 

methods are based on the 10 experimental runs. 

 

TABLE II: COMPARISON IN TERMS OF AVERAGE RECOGNITION RATES OBTAINED FROM DIFFERENT METHODS ON THE AT&T FACE DATABASE FOR 

DIFFERENT VALUES OF S AND WITHIN THE PARENTHESIS THE FEATURE SIZES ARE MENTIONED 

Method 
Average recognition rates 

s = 3 s = 4 s = 5 s = 6 s = 7 

WFG-2DFLD (𝛽 = 0.4) 
93.25 

(14×14) 
96.16 

(14×14) 
98.00 

(14×14) 
98.91 

(18×18) 
98.82 

(16×16) 

MMSD (𝛽 = 0.4) [15] 
90.23 

(39) 
- 

95.89 

(39) 
- 

98.72 

(39) 

MSD (𝛽 = 0.4) [15] 
89.15 
(39) 

- 
94.68 
(39) 

- 
98.51 
(39) 

G-2DFLD [9] 
92.82 

(16×16) 

95.94 

(16×16) 

97.68 

(14×14) 

98.72 

(14×14) 

98.42 

(8×8) 

F-2DFLD [12] 
92.08 

(56×3) 

95.04 

(56×3) 
- - - 

2DFLD [9] 
92.30 

(112×16) 

95.08 

(112×16) 

97.50 

(112×14) 

98.26 

(112×14) 

97.88 

(112×8) 

Fuzzy fisherface [12] 
82.32 

(39) 

88.67 

(39) 
- - - 

2DPCA [9] 
91.27 

(112×16) 
94.33 

(112×16) 
96.83 

(112×14) 
97.72 

(112×14) 
97.79 

(112×8) 

Highest recognition rates are indicated by the bold values. 

 

C. UMIST Database 

The UMIST face database is a multi-view database, which 

contains 575 grey scale images of 20 different persons 

(subjects) [29]. The images also cover a range of race, sex 

and appearance. The database does not contain fixed number 

of images per person; it varies from 19 images to 48 images 

per person. In the present study, each image of the database 

was cropped to 112×92 pixel. Fig. 8 shows some face images 

from the database. 

 

 
Fig. 8. Some face images of two different individuals from the UMIST 

database. 

 

 
Fig. 9. Average recognition rates of the proposed WFG-2DFLD method on 

the UMIST database for different values of s by varying the feature matrices. 

 

In this experiment, like AT&T database, we have selected 

the value of s as 4, 6, 8 and 10 to form different pairs of 

training and test sets. It may be noted that there is no overlap 

between a pair of training and test sets in terms of face images. 

For each value of s, we have evaluated the performance of the 

proposed method with 20 different pairs of training and test 

sets. The proposed method is evaluated with feature matrices 

of sizes 8×8, 10×10, 12×12, 14×14, 16×16, 18×18, 20×20, 

22×22 and 24×24 using RBFNN as a classifier. The RBFNN 

is modelled with 60, 100, 140 and 180 hidden layer nodes for 

80, 120, 160 and 200 training images, respectively. Fig. 9 

shows the recognition rates of the proposed method, which 

yields the best average recognition rates of 86.93% (20×20), 

92.86% (18×18), 97.3% (14×14) and 97.7% (16×16) for s = 4, 

6, 8 and 10, respectively. 

Table III shows a comparative presentation of the 

WFG-2DFLD method along with the G-2DFLD [9], 2DFLD 

[9], 2DPCA [9], PCA+FLD [9] and PCA [9] methods in 

terms of best average recognition rates. The results show that 

in all the cases, the performance of the WFG-2DFLD method 

is superior to the other methods. 
 

TABLE III: COMPARISON IN TERMS OF AVERAGE RECOGNITION RATES (%) 

OBTAINED FROM DIFFERENT METHODS ON THE UMIST FACE DATABASE. 

WITHIN THE PARENTHESIS THE FEATURE SIZES ARE MENTIONED 

Method 
Average recognition rates 

s = 4 s = 6 s = 8 s = 10 

WFG-2DFLD 

(𝛽 = 0.4) 

86.93 

(20×20) 
92.86 

(18×18) 
97.30 

(14×14) 
97.70 

(16×16) 

G-2DFLD [9] 
86.22 

(14×14) 

92.28 

(14×14) 

95.54 

(14×14) 

96.92 

(18×18) 

2DFLD [9] 
86.12 

(112×14) 

92.16 

(112×14) 

95.25 

(112×14) 

96.55 

(112×18) 

2DPCA [9] 
85.70 

(112×14) 

91.91 

(112×14) 

95.07 

(112×14) 

96.60 

(112×18) 

PCA+FLD [9] 
76.31 
(25) 

85.69 
(25) 

90.93 
(25) 

93.72 
(25) 

PCA [9] 
80.72 

(60) 

86.53 

(60) 

94.01 

(60) 

95.11 

(60) 

Highest recognition rates are indicated by the bold values. 

D. FERET Database 

The FERET face database was formed through the FERET 

program. It was sponsored by the US Department of Defence 

through the DARPA program [30, 31]. The proposed method 

was performed on a subset of this database which comprises 

1400 images of 200 individuals, each individual having 7 
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images. The images are of different variations in facial 

expression, illumination and pose. In our experiment, the 

facial portion of each original image was manually cropped 

and resized to 80×80 pixels based on the location of the eyes. 

Some examples images of two persons are shown in Fig. 10. 
 

 

 
Fig. 10. Sample images of two different individuals from the FERET 

database. 

To reduce the influence of performance of training and test 

set, for each value of s, experiments are repeated 10 times 

with different training and test sets. Here, we choose s = 2, 3, 

4 images from each subject at random for training and 

remaining (7-s) images are employed for testing. The 

proposed method is evaluated with feature matrices of sizes 

6×6,  8×8, 10×10, 12×12, 14×14, 16×16, 18×18 and 20×20 

using RBFNN as a classifier. The RBFNN is modeled with 

400, 400 and 600 hidden layer nodes for 400, 600 and 800 

training images, respectively. Fig. 11 shows the recognition 

rates of the proposed method, which yields the best average 

recognition rates of 49.46% (6×6), 59.41% (12×12) and 

65.88% (12×12) for s = 2, 3 and 4, respectively. 
 

 
Fig. 11. Average recognition rates of the proposed WFG-2DFLD method on 

the FERET database for different values of s by varying the size of feature 

matrices. 
 

TABLE IV: COMPARISON IN TERMS OF AVERAGE RECOGNITION RATES (%) 

OBTAINED FROM DIFFERENT METHODS ON THE FERET FACE DATABASE. 
WITHIN THE PARENTHESIS THE FEATURE SIZES ARE MENTIONED 

Method 
Average recognition rates 

s = 2 s = 3 s = 4 

WFG-2DFLD 

(𝛽 = 0.4) 

49.46 

(6×6) 
59.41 

(12×12) 
65.88 

(12×12) 

FMSD (𝛽 = 0.4) 

[15] 
- 

53.46 

(40) 

56.9 

(40) 

MMSD (𝛽 = 0.4) 
[15] 

- 
52.6 
(40) 

55.81 
(40) 

MSD (𝛽 = 0.4) 
[15] 

- 
50.5 
(40) 

53.68 
(40) 

Alternative-2DPCA 
[26] 

48.31 
(112×20) 

53.21 
(112×20) 

53.97 
(112×20) 

(2D) 2PCA [26] 
47.70 

(112×20) 

52.36 

(112×20) 

55.45 

(112×20) 

2DPCA [26] 
47.12 

(112×20) 

52.66 

(112×20) 

55.20 

(112×20) 

Highest recognition rates are indicated by the bold values. 

 

We have compared the performance of the proposed 

WFG-2DFLD method with the FMSD [15], MMSD [15], 

MSD [15], Alternative-2DPCA [26], (2D) 2PCA [26] and 

2DPCA [26] methods. Table IV illustrates that our proposed 

WFG-2DFLD method has the highest average recognition 

rates of 49.46% (6×6), 59.41% (12×12) and 65.88% (12×12) 

using 2, 3 and 4 training samples per class, respectively. Thus, 

the results again demonstrate the superiority of the 

WFG-2DFLD method over other methods. 

 

 

VI. CONCLUSION 

In this paper, we have proposed a new feature extraction 

algorithm namely, weighted fuzzy generalized 

two-dimensional Fisher‟s linear discriminant (WFG-2DFLD) 

method for face recognition. The method assumes that a face 

image may belong to several classes with possibly different 

membership values. These membership values are generated 

by fuzzy k-NN algorithm and used to generate fuzzy global 

mean image and fuzzy class-wise mean images. Finally these 

mean images are used to generate fuzzy within-class and 

fuzzy between-class scatter matrices along row and column 

directions. In order to make more accurate for classification, 

weights (𝛽 = 0.4) are assigned to fuzzy within-class and 

fuzzy between-class scatter matrices along row and column 

directions. The projection matrices obtained by solving these 

scatter matrices, satisfying the two Fisher‟s criteria, yield rich 

information leading to generation of superior discriminant 

features. Image classification and recognition is performed 

using a RBF neural network. Its efficiency is demonstrated 

by the superior results on the YALE, AT&T, UMIST and 

FERET face databases. The empirical results suggest that the 

proposed WFG-2DFLD method is more superior for the task 

of face recognition.  
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