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Abstract—Occlusion detection is one of the key technologies 

for 3D texture reconstruction of multi-view images. In this 

paper, an efficient occlusion detection algorithm is proposed 

aiming at the existence fragments, seams in 3D texture mapping 

form multi-view images. Firstly, we reconstructed the 3D 

surface model form multi-view images. Then, based on the 

projection relationship between object point and image point, 

we proposed an occlusion detection algorithm based on OpenGL. 

At last, compared with the algorithm of occlusion detection 

based on sparse grid, the experimental results show that our 

method can better solve the problems of occlusion detection in 

3D texture reconstruction based on multi-view images. 

 
Index Terms—Z-buffer, OpenGL, sparse grid, multi-view 

image.  

 

I. INTRODUCTION 

In the texture mapping of 3D surface model, to establish the 

relationship between every grid element (triangular patch) of 

3D surface model and its corresponding visible texture 

images is a fundamental and necessary work [1]. In the 

analysis of corresponding relationship among them, the 

Z-buffer algorithm [2], [3] and Ray-tracing algorithm [4], [5] 

are two representative common solutions. Reference [6] 

reviewed and evaluated the Z-buffer algorithm proposed by 

Edwin, and obtained a lot of research results and conclusions. 

Reference [7] studied on Ray-tracing algorithm, and did many 

experiments, to solve some problems of itself, deepen the 

understanding of the algorithm. The Z-buffer algorithm has 

the dependency of image resolution, specifically, it must 

distinguish two class resolutions. One is the resolution of 

visual direction, which depends on the type of value stored in 

the buffer, such as integer, single precision floating point and 

double precision floating point, and it limits the ability to 

distinguish the different surface in close proximity in the 

visual direction. Another resolution dependency refers to the 

size and number of pixels in the buffer, which limits the 

ability to distinguish the vertical overlapping surface in small 

scope, in the process of Z-buffer, a smaller inclusive interval 

than the pixel size cannot be detected. In order to solve the 

above problems, we need to increase above two class 

resolutions to achieve these goals, but the memory overhead 

 
Manuscript received July 24, 2017; revised October 13, 2017. This work 

was supported in part by the National Key Research and development 

Program of China (2016YFB0502201 and 2016YFB0502202), the NSFC 

(91638203), and the State Key Laboratory Research Expenses of 

LIESMARS.  

The authors are with the State Key Laboratory of Information Engineering 

in Surveying Mapping and Remote Sensing, Wuhan University, Wuhan, 

Hubei, 430074 China (e-mail: lisouming@ whu.edu.cn, 00201550@ 

whu.edu.cn, Zhangweilong@ whu.edu.cn).  

will be significantly increased. Ray-tracing algorithm 

determine whether the patch shaded through a light defined by 

a pixel of the image space and the camera’s projection center 

in the object space. It need to use the camera’s interior and 

exterior orientation elements, when the light project from the 

projection center to the object space, the visible object is the 

first object which intersects the light. On the contrary, it is 

shaded. Although they are simpler and easier to implement 

GPU acceleration, the processing and operation of them are 

pixel by pixel, which will lead to the fact that the true 

geometric properties of objects depend on the size of pixel at 

a certain resolution in the visibility analysis. Meanwhile, the 

traditional Z-buffer algorithm and Ray-tracing algorithm are 

more suitable for the laser point cloud for visible patch 

selection application with simple 3D model, and to the 

occlusion detection of 3D model obtained by the multi-view 

images, it cannot ensure the entity objects can be 

reconstructed in 3D model due to resolution and other factors, 

this will lead to the occlusion relationship between the objects 

in the image and the occlusion relationship of the objects in 

the reconstructed 3D grid model is inconsistent, at last, the 

former algorithm will cannot perform good in occlusion 

detection for 3D texture reconstruction of multi-view images. 

So, in this paper, we will put forward an efficient occlusion 

detection algorithm in 3D texture mapping form multi-view 

images. 

 

II. DATA PREPROCESSING 

 

 
Fig. 1. The local 3D model of experimental Area. 

 

In this paper, the procedure of 3D terrain surface model 

reconstruction is as followed. Firstly, extract and match 

feature points in the multi-view images utilizing SIFT (Scale 

Invariant Feature Transform) [8] combing with calculating 

the geometrical relationship between the multiple views. Then, 

calculate the matching result by SFM (Structure From Motion) 

[9], [10] to get the scene information such as the camera 

position and then reconstruct sparse by the obtained 3D point 

cloud. After that, combine the CMVS (Cluster Multi-view 
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Stereo) and PMVS (Patch-based Multi-view Stereo) 

technique to acquire the reconstructed 3D dense point cloud 

[11], [12]. Ultimately, construct the 3D surface model with 

high precision used for texture mapping by the optimized 

triangular algorithm (expressed by TIN). Fig. 1 shows the 

local 3D model of experimental Area. 

 

III. MATHODOLOGY 

To determine a triangular patch form the 3D surface model 

can be visible in which images is an important problem in 3D 

texture mapping. 3D texture mapping based on multi-view 

images is not a simple process from theory to realization, due 

to the limitations of the real environment (hardware, time, 

etc.), the process must be accelerated from former algorithms, 

like as pixel by pixel, or grid by grid. In the existing 

acceleration modes, there are two categories: hardware 

acceleration and software acceleration (or CPU acceleration 

and GPU acceleration); software acceleration must be based 

on the hardware, in this section, we will first introduce CPU 

acceleration algorithm (occlusion detection algorithm based 

on sparse grid) [13], and then, without considering the 

addition of new computing devices, proposed a GPU 

acceleration algorithm (occlusion detection algorithm based 

on OpenGL) on the basis of using the additional computing 

power of GPU.  

A. Occlusion Detection Based on Sparse Grid 

Occlusion detection occurs in 3D space, how to combine 

depth information to quickly obtain the occlusion situation 

form the 2D image is the key of the problem. The basic idea of 

occlusion detection based on sparse grid is consistent with 

Z-buffer, but at this time the processing unit becomes a 

triangular patch, and it introduces the sparse grid to create the 

index structure of the neighborhood in order to speed up the 

traversal of the triangular patch on the 3D surface model [13]. 

(0,0)
s_w

s_h

(w-1,h-1)  
Fig. 2. The sparse grid of image. 

Fig. 2 is the index structure of the neighborhood, in the 

image, the grid spacing is set to s_w×s_h grid node to record 

all the mapped triangular patch in its neighborhood. 

According to the principle of image imaging, occlusion only 

within the scope of the neighborhood of the point. As shown 

in fig. 2, triangular patch in ■ is only necessary to determine 

the depth information of triangular patches in its 

neighborhood ○ and the node of itself. The occlusion and 

non-occlusion surfaces can be calculated by the space 

intersection of computing, specific core operation steps are as 

follows:  

1) Find the intersection of the triangular patch, formula (1), 

(2), (3) are the mathematic expressions.  

2) To determine whether the point is in a triangular plane, the 

judge condition is whether the sum of area of three new 

triangular patches that composed of the point and the any 

other two points from the triangular vertex is equal to the 

area of the original triangular patch. 

3) If the point inside the triangular patch, we can know the 

occlusion condition through the intersections of multiple 

objects in the triangular patch produce by connecting the 

photographic light with the point, and combine with the 

depth information. 

            (1) 

            (2) 

          (3) 

where P1, P2 and P3, P4 are the ends of the straight line 

segments respectively, and set Pa=Pb, Pa, Pb are the 

intersections on the two lines. 

B. Occlusion Detection Based on OpenGL 

OpenGL implements the computer simulation of 3D 

objects, has a powerful function of 3D scene rendering. One 

most important function of OpenGL is to generate 2D images 

corresponding to 3D objects on the computer screen. The 

photogrammetry takes the image as the main research object, 

extracts the 3D geometric information from the objects by 

interpreting the images. The perspective projection imaging 

process of OpenGL is same to the imaging process of 

photogrammetry in essentially. In addition, the OpenGL 

implementation process is also a simulation of people 

watching the real world, everything looks small in the 

distance and big on the contrary. So, it must implied the 

process of occlusion detection. Therefore, we can use the 

rendering process of OpenGL to complete the occlusion 

detection. 

OpenGL undergoes three basic transformations in the 

process of window displaying with 3D scene, they are model 

transformation (M), projection transformation (P) and 

viewport transformation (V), which correspond to three 

coordinate systems respectively, namely the object coordinate 

system Ow-XYZ, camera coordinate system Om-xyz, screen 

coordinate system Om-uv, as shown in Fig. 3. 

The role of model transformation is to map the object 

coordinate system to the camera coordinate system, the 

function of projection transformation is to map the camera 

coordinate system to unit cube twice as big by eye cone 

cropping. The viewport transformation is the final 

transformation to map the 3D coordinates to 2D display 

screen coordinates. Through these transformation matrixes 

that can transform the object coordinate system to the screen 

coordinate system, the mathematical expression is formula (4), 

and the formula of M, P, V is (5), (6), (7) respectively, we can 

change the object coordinate system (X, Y, Z) to the screen 

coordinate system (u, v) by these three transformation 
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matrixes. In these transformations, the perspective projection 

transformation (P) is relatively complex, and its basic 

principle is the similarity proportion transformation. 

 
Fig. 3. OpenGL transform procession. 

 

              (4) 

                               (5) 

                      (6) 

                    (7) 

According to the relationships of between the OpenGL’s 

transformation matrixes and the interior and exterior 

orientation elements in photogrammetry [14], [15], we can 

use the photogrammetry information to complete the 

expression of OpenGL’s transformation matrixes, thus using 

the 3D scene rendering process of OpenGL to achieve a fast, 

efficient and accurate occlusion detection. Where the model 

transformation is substantially equivalent to the rotation and 

translation of the exterior in photogrammetry, R, Ts are the 

rotation matrix and translation matrix in photogrammetry 

respectively. The projection transformation is equivalent to 

the 3D clipping + similar transformation + affine 

transformation, (f, x0, y0) is the interior orientation elements, 

(w, h) is the width and height of the camera. The viewport 

transformation is equivalent to the 2D Euclidian 

transformation. 

 

IV. EXPERIMENTAL ANALYSIS 

A. Experimental Environment and Data 

The experimental computer environment is Windows 7 

operating system, with 32G computer memory, Intel core 7. 

Fig. 4 shows the five-view images of the experimental area. 

 
Fig. 4. Experimental multi-view images. 

B. Results Contrast 

TABLE I: DATA CONTRAST OF OCCLUSION DETECTION EFFICIENCY 

 

 
Fig. 5. Contrast curves of occlusion detection efficiency. 

 

We use the occlusion detection algorithm of Sparse Grid 

based on Z-Buffer [13] as the reference object. The time 

complexity of traditional Z-Buffer is O(n
m
), the improved 

algorithm of Sparse Grid can be reduced to O(n), here m is the 

number of average pixels corresponding to each triangle 

patch, n is the number of triangle patches. For the data set of 

massive triangular patches in large-scale city scene 3D texture 

reconstruction, the spatial complexity of the improved 

algorithm mentioned above is no-uniform linear growth. Fig. 

5 shows the comparison result of the Sparse Grid algorithm 

and our occlusion detection algorithm proposed in this paper. 

It can be seen from Fig. 5 that although the algorithm is not 

dominant when the amount of data is small, due to the 

optimization of OpenGL off-screen rendering detection 

mechanism and GPU acceleration, the linear steady growth of 

processing time can be ensure with the increase of the amount 

of triangular patches. Especially, when the number of 

triangular facets is more than 300,000 (shown in Table I), the 

time consumption of the algorithm based on Sparse Grid 

shows abnormal jump growth with the increasing amount of 

triangular facets, which reflects our proposed occlusion 

detection algorithm has a significant advantage of deal with 
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large data volume. 

Fig. 6 shows the effects comparison of before and after the 

occlusion detection based on OpenGL in the 3D texture 

reconstruction from multi-view images. It can be seen from 

the red boxes that the occlusion phenomenon has been 

effective removal in the right side of the 3D texture model, 

guaranteed the texture disparity coherence and consistency of 

the reconstructed 3D texture model. 
 

 
Fig. 6. Results comparison of occlusion detection. 

 

V. CONCLUSION 

In this paper, firstly, we analyzed the existing problems of 

traditional occlusion detection algorithms of Z-buffer and 

Ray-tracing in the 3D texture mapping. Then, according to the 

occlusion problems in 3D texture reconstruction based on 

multi-view images, we used the relationships between the 

transformation matrixes of OpenGL and the interior and 

exterior orientation elements of photogrammetry to propose 

an occlusion detection algorithm based on OpenGL. At last, 

compared our algorithm with the reference [13], the 

experimental results show that the proposed algorithm has 

higher efficiency and better effects, which means that it is 

more suitable for 3D texture mapping based on multi-view 

images.   
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