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Abstract—Nowadays, the medical sector faces several challenges due to different factors including the increase in the number of patients to be taken care of, the economic crisis and the saturation of hospitals. Hence, hospital administrations aim to develop new strategies to handle these issues as remote patient monitoring. In this context, we propose a decision-making Spiking Neural Network (SNN) model regarding patient health conditions to integrate to patient monitoring systems. Our model offers, based on the measurements of the physiological parameters of the patient, a feedback of the patient’s health condition and a raising of the alert if necessary. To do so, we construct an SNN model that represents the rules provided by a group of doctors and that allow this model to be representative of one patient. The results obtained by our model as well as those of a rule-based model validated by physicians have an error rate of less than 10%. Our goal is to reduce this error rate associating the two models and not to put the two models in competition.

Index Terms—Decision-making models, remote patient monitoring, Spiking Neural Network (SNN)

I. INTRODUCTION

The healthcare system is facing major challenges that won’t be solved with our current healthcare model [1]. Indeed, several indicators attest it, for example with the ageing population that will see the number of over 60s triple by 2050.

One solution found by hospital administrations is to increase outpatient surgeries and to monitor the patient at home. This is where connected healthcare comes in, that makes technology a vital part of delivering healthcare to patients. In particular, recent medical reports predict that the number of people using home health technologies is estimated to be 12 million people [2]. In the other hand, the global IoT sensors in healthcare market was valued at C2,007.1 million in 2017, and the patient monitoring segment is expected to register an annual growth rate of 13.5% during the 2018–2026 period [3].

Thus, researchers, industry and the medical community work closely to provide patients with efficient and reliable remote supervision systems. In this context, this work is part of Smart Angel project which is a collaboration between academics, industry and medical professionals, and that proposes a full system for remote patient monitoring. Smart Angel system aim goal is to make an accurate diagnosis of patients’ health condition and, ultimately, to reduce their unjustified return to the hospital. Patients are equipped with conventional sensors and have a Personal Digital Assistant (PDA) to their disposal. The PDA will not only allow to collect the sensed physiological data but also to enable patients to answer personalized questions related to their health conditions. All these data (the collected and answered information) are transmitted to the concerned entities for additional diagnosis.

In this article, we propose a decision-making model based on a Spiking Neural Network (SNN). This choice was motivated by the suitability of the SNNs to handle our input data which are natively signal data. Indeed, SNN encodes information no longer in real values, but in the synchronization of signals called the action potential or spikes, hence collected data from sensors can be considered as spike occurring over time. In addition, SNNs are characterized with a quick adaption to specific situations and conditions and can respond based on the last. Then, our model offers a personalized decision-making regarding each patient health condition.

Our SNN model is based on the formalization of rules instructed by medical experts and reproduces the relationships between them (OR and AND logical operations). We compare our model to a rules-based model developed by Evolucare Technologies and used in Smart Angel during a first clinical study. Over 1000 patients, results show that the two models present 96% of similarity.

This paper is organized as follows: We first describe some relevant related works and generally introduce SNN in Section II. In Section III-A, we first present Smart Angel’s data collection protocol per patient, and how to format the collected data. Then we present the two models for decision-making: the rules-based model in Section III-D1, and in Section III-D2 the SNN-based solution built according to the Integrate and Fire with Adaptation model. We discuss the results in Section V and finally, we conclude the paper in Section VI.

II. RELATED WORKS

In recent years, remote patient monitoring received a lot of attention from researchers and industries through new technologies and models. Hence, in this section, we present some relevant remote patient monitoring systems. We especially focus on decision-making algorithms for alert raising. Then we introduce Spiking Neural Networks (SNN) and describe their functioning.

Patient monitoring requires patient vital signs fastidious supervision. Remote patient monitoring must be as reliable as in the hospital in order to avoid needless patient returns to hospital [4]. Generally, the patient vital signs are collected through several sensors placed on, in or around human body
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they represent mathematically the neurons processing [27]: efficiency. parallel computations that can greatly improve computational with the creation of dedicated chips. For example, in Loihi undoubtedly explode as the industry has seized on this model, medical data. In addition, the number of applications will attacks [25], which is valuable since we are processing points) and then use the solution in a real robotic application.

exploration [24] (find the best possible path between two that it is possible to use neuron spiking to generate a mental potential or spikes, hence collected data from sensors can be considered as spike occurring over time [22]. Mostly, SNNs have been tested on classical neural networks applications as MNIST problem [23]. However, Other applications show that it is possible to use neuron spiking to generate a mental exploration [24] (find the best possible path between two points) and then use the solution in a real robotic application.

SNNs have also been shown more secure against external attacks [25], which is valuable since we are processing medical data. In addition, the number of applications will undoubtedly explode as the industry has seized on this model, with the creation of dedicated chips. For example, in Loihi [26], the test chip designed by Intel Labs, SNNs implement parallel computations that can greatly improve computational efficiency.

There exist different SNN models, differing in the way they represent mathematically the neurons processing [27]:
C. Data Formatting

We now describe how the data are formatted to detect the patient’s state of health. The two models we describe in this paper have a different approach to classify the data values as “healthy” or “unhealthy”, which implies that they are formatted differently.

1) Rules-based model formatting

The values domain of each data is divided into three areas: a black area, a grey area and a white area (see Fig. 1), corresponding respectively to a critical condition, an average condition and a correct condition of the patient. Those areas can be parametrized in the hospital before the surgery to fit with a particular patient, i.e. the frontiers of the area can be different for distinct patients. In Fig. 1, the values of min, I2, I1, r1, r2 and max are either configured by the medical staff during an observation of the patient 20 days before the surgery to find its average constants or calculated automatically by Smart Angel model compared to an average (here 50), for which three measurement times are concerned: t0 (60), t1 (70) and t3 (90). The bottom one takes only the data under the patient’s average, for which two measurement times are concerned: t2 (40) and t4 (30).

Each value is normalized by the following formula:

\[
V_{normalized} = \begin{cases} 
\frac{V - V_{avg}}{V_{max} - V_{avg}} & \text{if } V > V_{avg} \\
\frac{V - V_{min}}{V_{avg} - V_{min}} & \text{otherwise}
\end{cases}
\]

2) SNN model formatting

Due to the data collection methodology (measurement is taken every 7 hours), the data used in our model is discrete. We need to format the data to handle it with SNN, that intrinsically take continuous data. The sequence of all the data retrieved by a sensor at the successive moments of measurement and then formatted and normalized is called a spike train.

We tested a shaping model which consists of shifting in time the peaks of our spike trains according to their importance compared to the nature of the input data. An input data represents a patient parameter (Heart Rate, Systolic pressure, ...) and its value indicates a risk or not for the patient. The further this value deviates from the patient’s normal value, the more serious it should be considered. Our neural model is made up of several neurons linked precisely to reproduce an output similar to the one given by medical rules. Each of these neurons has one or more spike trains as input. These trains of spikes must be processed by neurons to raise or not an alert. Our formatting model is then really important to facilitate the understanding by the network of important information contained in the data. In our formatting model, data follows a succession of operations: separation, normalization and application of delaying.

a) Separation

Each data retrieved (HR, SPO2, ...) will build two sets of input spikes. The first will take into account the measured values lower than the patient’s average on this parameter, the second one will take into account the values greater than this average. That way, we can differentiate very precisely the data values above and below the patient’s average. Without this separation, the data would be mixed and taken into account in the same way, but it is possible that on a given patient, a value below the average is very critical while a higher value would be more acceptable.

For example, in Fig. 2, the figure on the left represents the raw input data. Figures on the right represent the separated data. The top one takes only the data above the patient’s average (here 50), for which three measurements times are concerned: t0 (60), t1 (70) and t3 (90). The bottom one takes only the data under the patient’s average, for which two measurement times are concerned: t2 (40) and t4 (30).

b) Normalization

The second step is the normalization of the separated data. Each parameter data is between a minimum value \(V_{min}\) and a maximum value \(V_{max}\) assigned for each patient. Let \(V_{avg}\) be the average value for a given parameter (See Fig. 1). Those three values are given accordingly to the global observation of the patient that takes place before the surgery, or calculated from the data. For example, \(V_{avg}\) is given using an average of the patient’s rest values during his observation.

Each value \(V\) is normalized by the following formula according to its value compared to the value of \(V_{avg}\):

\[
V_{normalized} = \begin{cases} 
\frac{V - V_{avg}}{V_{max} - V_{avg}} & \text{if } V > V_{avg} \\
\frac{V - V_{min}}{V_{avg} - V_{min}} & \text{otherwise}
\end{cases}
\]

Fig. 1. Parameters areas.

Fig. 2. Before and after data separation.
In this way, each data is now between 0 and 1.

c) Applying a Delay

To correspond to the standard SNN implementation, each input value will result in a value equal to one in intensity. To relate the importance of deviation of a measured data compared to the normal value, we propose to delay by a time $\Delta t$ [36] the corresponding spikes relative to the data value [37].

We chose to send a measurement peak very close to the input time (so $\Delta t$ is small) if the value measured deviates very strongly from the average of the patient, indicating a high level of severity of the data, in order to raise an alert rapidly. On the contrary, a measurement peak is sent with a more important delay $\Delta t$ after the input time if the value measured is very close to the patient’s average. This delay $\Delta t$ must be framed within 0 and a maximum offset limit $\Delta t_{\text{max}}$. It can be calculated as:

$$ \Delta t = \frac{V_{\text{normalized}}}{\Delta t_{\text{max}}} $$ (2)

In Fig. 3, we have, for example, three different measurements that have already been separated and normalized. Suppose that this spike train corresponds to the values above the patient’s normal. The first measure at T1 after normalization is near 0 (it is a measure really close to patient’s normal), we then delay this spike with a big $\Delta t$. At T2, the measure corresponds practically to a limit of the patient, we delay this measurement spike with a small $\Delta t$. At T3, the measurement corresponds to a value between the patient’s normal and a patient’s limit. In a, we observe three measurements (normalized between 0 and 1) of some patient’s parameter. In b, we observe the response of the delaying. A large delay can be seen on the T1 measurement due to the proximity to the patient’s normal. Conversely, a small delay is observed on the T2 measurement due to the great distance from the patient’s normal. Finally in T3, the delay is average according to the medium aspect of the measure’s value.

D. Models

1) Rules-based Model

a) Description

To decide if the patient’s health requires a return in hospital, Evolucare Technologies has included in Smart Angel a rules-based expert system which, from the data retrieved during home caring, decides if it is needed to raise an alert or not. The rules have been validated by medical staff and followed many strict protocols, (in particular, Smart Angel use the exact same protocols used in anaesthesia departments where the study of patient parameters before, during and after an operation is critical). All the rules implemented in the system have been qualified and validated by the team of Pr. Cuvillon and Dr. Boisson of the university hospital centers of Nîmes.

As mentioned above, if an alert is raised, Smart Angel can ask the patient to retake measurements of its constants. Each alert is sent to the medical staff, but some also lead to demand a repeated measure within the following hour.

For example, let us consider a patient who had surgery on Day 0 and consider Day 1 the first day of his home observation (Fig. 4). During this Day 1, three digital appointments are scheduled on the touchpad (at 7 a.m., 2 p.m. and 9 p.m.) to check the evolution of the patient’s health. At 7 a.m., Smart Angel does not detect any particular anomaly, either in the answers to the questions or in the measurements made with the sensors. No verification appointment is required. At 2 p.m., Smart Angel raises an alert following a positive response to the question “Do you have nausea?” An appointment is made an hour later to check on progress. An hour later, during this verification appointment, the patient declares having vomited. Smart Angel asks the patient if he has followed his antiemetic treatment and a new appointment is made an hour later. This time, the patient’s health seems to improve. Smart Angel does not make an appointment before the next originally scheduled appointment, at 9 p.m. At 9 p.m., Smart Angel does not detect any particular anomaly. The patient can continue home monitoring for at least one more day.

Fig. 4. Example of observation day.

b) Topology

Each rule considers one or more input data. A rule consists of checking if those data have values included in areas that have been defined as (slightly or severely) critical. Note that a given rule can be based only on one specific (critical) value area. The following figures show two simple examples: one rule taken from Smart Angel checking if the patient’s heart rate is too low or too high [35] in Fig. 5, and a generic rule on two parameters in Fig. 6. In Fig. 6, if both parameters have a value included in a problematic area (grey or black areas), then an alert is sent.

Fig. 5. Example of a rule used in Smart Angel checking the patient’s heart rate.

Fig. 6. Example of a rule used in Smart Angel checking two patient’s parameters.
2) SNN Model

a) Neuron Model

Our model needs to be efficient, to raise alerts as quickly as possible and could move away from biological reality. Our choice turned then to the “Integrate and fire” model [27]. This model offers computational efficiency, has been implemented on several platforms, especially Brian Simulator [32], [38], which we used to perform our experiments and has been widely studied [39, 40]. In this model, neurons can be schematized as in Fig. 7. The global input of the neuron is equal to the sum of all weighted input data at each instant:

\[ I_{\text{total}} = \sum_{i=0}^{n} I_i \times w_i \]  

where the parameters are defined as follows:

- \( v \) represents the membrane potential of the neuron.
- \( w \) also controlled by a condition, representing the after-spike resetting:

\[ \text{if } v \geq -23mV, \text{ then } v \leftarrow -60mV \]  

\( E_t \) represents the time scale of the recovery variable \( v \) and \( E_m \) represents the reset value of \( v \) after the spike.

In order to smooth the alerts raised by the model, we define a threshold \( \text{th} \) corresponding to the optimal membrane potential of the neuron (in mV) allowing to capture if the importance of a signal is significant relatively to the number of problematic data given in entry to a neuron. Let \( v_{\text{max}} \) be the maximum conductance reached by an input peak, that can be calculated from the above equations. Intuitively, assume that the measurement of two parameters at a given time (for example the heart rate and the level of oxygen in the blood) produces two signals reaching critical values, inducing two input peaks on a neuron. Suppose also that the weights of these two signals are identical and neutral (the weights of the two input synapses are \( w = 1 \)). To allow the model to raise an alert only if the two measurements correspond to critical values, that is produce two input peaks on the neuron, it is sufficient to place the alert lifting threshold slightly above \( v_{\text{max}} \), for example, \( \text{th} = v_{\text{max}} + \epsilon \) (Fig. 8). Generally, to allow alerts when a number of \( N \) input signals are critical, we must define the threshold as \( \text{th} = N \times v_{\text{max}} + \epsilon \).

In Fig. 8, a. is the membrane potential induced by the input peaks, and b. is the corresponding output of the neuron. At take 1, in a, the membrane potential induced by the input peak reaches the maximum \( v_{\text{max}} \), which is lower than the threshold. No response of the neuron is observed in b. On the second take, two input peaks are observed, the induced membrane potential exceeds threshold \( \text{th} \) and (at least) one response is observed.

Two other parameters influence the alert raising: The rate of re-stabilization of our conductance peaks \( \tau_{\text{down}} \) and The maximum lag time of input peaks obtained during data formatting \( \Delta t_{\text{max}} \).

The first \( \tau_{\text{down}} \) factor (depending on \( \tau_m \) in (4)) has to be minimized to avoid the superposition of conductance signals from different measurement taps causing unwarranted alerts to be raised (Fig. 9b). But at the same time, this factor must be maximized to allow a superposition of conductance signals from the same measurement (Fig. 9a). This factor can be calculated using the differential equation representing the membrane potential of the neuron.

The second-factor \( \Delta t_{\text{max}} \) is strongly correlated with \( \tau_{\text{down}} \). It also makes it possible to avoid the superposition of conductance signals from two different measurement taps. Let us admit that with a \( \tau_{\text{down}} \) factor and two input peaks in one of our neurons carried out respectively at times take1 and take2, our resulting conductance signal becomes restabilized in a time \( \tau_{\text{down}} \), we must have at most an offset of our input peaks of \( \Delta t_{\text{max}} = (\text{take2} - \text{take1}) - \tau_{\text{down}} \). This factor makes it possible to obtain an alert more or less quickly. The lower the \( \Delta t_{\text{max}} \), the faster the alert will be raised. On the other hand, if \( \Delta t_{\text{max}} \) is too low, the sum of the input signals from the neuron will necessarily cause the threshold for raising the alert to be exceeded. As the input times are offset by 7 hours (see section III), not counting the resumption of measurement, we have chosen to use a low \( \Delta t_{\text{max}} \) of 10ms to raise the alerts very quickly.
In the case of several parameters’ measurements (at least two parameters) taken in their correct zones (i.e. their resultant spikes appear with a delay $\Delta t$ after the measurement), the addition of their conductance curve can cause an output peak of the neuron N1. To filter this peak, we add second neuron N2 taking as input the output of the first neuron (N1) as well as the input times’ spikes. Adding the conductances of these two inputs can give two possibilities: if the time of the output peak of the first neuron N1 is close to the time of the measurement (the input data of the first neuron were in a black or a grey area of the parameters) then an output peak of the second neuron N2 will be produced; if the time of the output peak of the first neuron N1 is far from the time of the measurement (the input data of the first neuron was in a white zone of the parameters) then no output peak of the second neuron N2 will be produced (the addition of the conductance signals will not exceed the firing threshold).

Note that, for this AND architecture and the chosen threshold, if there are more than two spike trains as inputs, it is necessary to split the rule into sub-rules to ensure that all the inputs occur in the same time interval.

**OR architecture:** We want to produce an output spike when one of the input spikes represents a value deviating too much from the patient’s average. For this, in addition to the input spikes corresponding to the measurements, we also consider a spike of the input times as an input. As seen in Section IV, one input spike alone cannot produce an output peak of the neuron due to a firing threshold slightly above the maximum conductance of a spike. On the contrary, if at least one measurement input peak coincides with an input time’s spike, allowing a small time deviation $\Delta t$, then the sum of their conductance curves will exceed the firing threshold and will produce an output peak. The neuron N2 proceeds as for the AND architecture to select relevant information.

For both architecture OR and AND, other neurons can be needed to ensure the selection of relevant information without modifying neuron parameters, especially if neuron N1 has a lot of input data. A complete example is shown in Fig. 12. This rule is made up of two tests. The first one is to check if the positive OR negative values of $P_2$ should raise an alert. For this, inputs of the N1 in the OR part are $P_2^+$, $P_2^-$ and the spike train representing the measurements times. The second one is to check if the positive values of $P_1$ AND the results of the first test $T_1$ should raise an alert. For this, inputs of the N1 in the AND part are $P_1^+$ and the output of the first test $T_1$.

![Fig. 12. Example of a rule and its representation with our model.](image)

**Learning phase**
To build our learning model, we wanted to reproduce the information backpropagation operated on ANNs. For this we work on each of the measurements to allow learning according to the result obtained by our SNN model and that expected. To date, having no real measurement, we will carry...
out our learning phase using the results obtained by the rule-based engine. We have shown that without the learning phase, we were able to have a similarity rate with the rule-based model close to 96%. We seek with the learning phase to improve these results. Our goal is not to get rule-based engine results, competition between models is not necessary. Our model must allow us to adapt to the real values obtained by the patients. A second experiment consists in noise the simulated data to represent data that may be different from the results expected by the rule-based engine and to observe the adaptation of our model. In this case it is possible to show that we are able to build an SNN model on a solid basis - a rule used by doctors - but able to adapt more specifically to a patient.

IV. EXPERIMENTS

Our aim is to compare raised and non-raised alerts for the 9 rules of the rules-based model and their adaptation to the SNN model. As a reminder, to test these rules we use a set of simulated data that represents data possibly collected during a clinical study. This dataset consists of 20,780 measurements (containing all the patient’s parameters such as Heart Rate, SPO2, ...) distributed among 1000 patients. Since this data did not contain the average values for the patients, we computed for each patient the average of each parameter values, except for nausea and vomiting for which the normal value has been set to 0. As explained in Section III-D2, the two parameters $\tau_{\text{down}}$ and $\Delta t_{\text{max}}$, corresponding to the rate of restabilization of the conductance peaks and the maximum lag time of input peaks obtained during data formatting, have an influence on the results of the model. We tested the possible values for those parameters in order to identify the combination giving the best results when comparing the rules-based model and SNN models. We launched our model on all the values of the dataset for all values of $\tau_{\text{down}}$ in the interval $[14-26]$ and $\Delta t_{\text{max}}$ in the interval $[2-24]$ and we evaluated the similarity of the alert raised compared with the rules-based model. Those intervals are determined experimentally, each couple $(\tau_{\text{down}}, \Delta t_{\text{max}})$ under or over those intervals gave us too low results. The similarity rate is computed by counting the number of identical alerts raised (or not) by our model compared with the rules-based model. This means that our model tends to not raise alerts for data for which the rules-based model does.

The highest similarity rate between the two models was obtained with the values $\tau_{\text{down}} = 19$ms and $\Delta t_{\text{max}} = 5$ms for the SNN model. With our model and by processing all our dataset, we obtain the confusion matrix in Table II. We add the results of the nine rules and we compare at every measurement the state of our results (True Positive, True Negative, False Positive and False Negative). With this confusion matrix, we can calculate a similarity rate of 96.22%.

V. DISCUSSION

The similarity rate of 96.22% between the rules-based model and the SNN models shows that it is possible to construct an SNN directly from medical expertise. It is important to note that this similarity rate, obtained by comparing the alerts raised by the two models, does not inform on the actual condition of the patient. We assume that the rule engine produces patient alerts correctly by building it according to the instructions of the medical staff. Reality may be different. A second clinical study is underway to qualify the alerts triggered by the rules engine, which will allow comparing the efficiency of the two models.

Though they are based on the same medical expertise, we can observe differences between the two models. The confusion matrix in Table II shows that the SNN model gives 1.15% false-positives and 2.55% false-negatives compared to the rules-based model. This means that our model tends to not raise alerts for data for which the rules-based model does.

Now we observe the results more closely and give examples of differences between the two models.

Analysis of the results: To illustrate one typical example of false positive, let us consider three parameters P1, P2, and P3...
with the areas of severity as in Fig. 14, and consider the rule \((P1 + or P1 - or P2 + or P2 - or P3 + or P3 -)\). Consider now that the values of the parameters for one patient are \(P1 = 71, P2 = 92\) and \(P3 = 153\). The values do not satisfy the rule, so in the rules-based model, no alert is raised. However, the SNN model gives rise to an alert. Indeed, we observe that two of the rules are nearly fulfilled \((P1 = 71 \approx 70\) and \(P2 = 92 \approx 90\)). Fig. 15 shows these rules as well as our model obtained.

Thus, in the SNN model, two parameters nearly trespassing their normal values can give raise to an alert, which can make sense from a clinical point of view.

The false-negative cases concern only rules using one patient parameter. Let us consider an example of a typical false negative case, with the rule: (IF ParameterValue \(\geq\) AreaValue THEN raise an alert), where AreaValue denotes the limit value between the white area and the grey area of the parameter. When ParameterValue is slightly greater than AreaValue, the rule-based model detects an alert while ours does not. The sum of the conductance induce by the input time’s spike and the value of the parameter observation in our model does not exceed the threshold. This means our formatting gives a delay \(\Delta t\) too important to allows a representative superposition of conductance. This analysis of false positives and false negatives shows that our model is very responsive and requires improvement with additional training. By modifying the weights of the synapses, it is possible to artificially move the thresholds of the zones after formatting the data.

These differences are most certainly because our model does not follow the same scheme for formatting data and defining rules. Indeed, the rules-based engine is defined by strict rules, there are no nuances (i.e. either we go over a limit or not), whereas our model is more nuanced: the alert being raised by observing the crossing of a threshold by the conductance of our neurons, everything depends on how this conductance is constructed. Depending on the arrival time of the different inputs, an alert may not be raised due to a delay (during data formatting) of 1ms.

Advantages of the SNN model: One important point is that the rule-based model doesn’t take into account the notion of criticality concerning the recorded data. For example, a heart rate of 110 will be treated as a heart rate of 180 because it is above the threshold value indicated in the rule. With our SNN model, this notion of criticality is taken into account and is represented by the temporal distance between the spike’s time and measurement’s time.

Moreover, with our SNN model, it is possible to explain the decision making to raise or not the alert since the SNN network topology is built directly from medical expertise. This point is particularly critical in France, indeed, decree number 2017-330 of March 14, 2017 gives any person, that is trespassing their normal values can give raise to an alert, which can make sense from a clinical point of view.

Areas for improvement: Remark that we have not used any specific learning method yet. With learning algorithms, we can probably improve our results by personalizing our network to a given patient. Then, as mentioned above, in this work we studied the similarity rate of the two models, but not their actual efficiency for raising alerts. A clinical study is ongoing to compare the decisions of the models with the actual condition of the patients. This 24-month clinical study was planned from November 2020, including 1260 patients spread over 24 hospital centers. At the end of this clinical study, we will therefore be able to know the real efficiency of the rules-based and of the SNN model.

VI. Conclusion

In this article, we have proposed a decision-making model based on Spiking Neural Networks (SNN). Our model offers feedback on the patient’s health condition and a raising of the alert if necessary. Our contribution showed that is possible to build an SNN model directly from rules set by medical expertise. To do so, the SNN model reproduced the relationships between them based on a subnetwork assembly method modelling the AND and OR operations. We compared our model to a rules-based model used for a first clinical study on 1000 patients and results show 96% of similar results. The ongoing clinical study will ultimately allow us to decide on the effectiveness of the two models. The SNN thus developed embodies an innate behavior which can then be improved by learning, as STDP or the other efficient unsupervised learning [41], [42]. Hence, our next works will focus on learning, with the objective to personalize the SNN according to the patient.
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