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Abstract—The convolutional neural network (CNN) is one of 

the most widely used neural networks. Although the main 

battlefield is image recognition, natural language processing, 

and speech recognition, CNNs in other fields also have a good 

performance. In image recognition, they outperformed humans 

in some tests. CNN’s have much fewer connections and 

parameters and so they are easier to train, while their 

theoretically best performance is likely to be only slightly worse. 

A Recurrent Neural Network (RNN) is a type of Neural 

Network used to process sequence data. Compared with 

ordinary neural networks, it can handle the data of sequence 

changes. Long short-term memory (LSTM) is a special RNN, 

mainly to solve the problem of gradient disappearance and 

gradient explosion in the training process of Long sequence. 

Simply put, LSTM performs better in longer sequences than a 

normal RNN. CNN and RNN models are presented to forecast 

the future glucose levels of patients with type 1 diabetes. Finally, 

we obtain the predictions of the testing dataset and evaluate the 

results by the root mean squared error (RMSE). The mean 

value of the best RMSE of 7.5545. 

 
Index Terms—Convolutional neural network, recurrent 

neural network, diabetes. 

 

I. INTRODUCTION 

It is estimated that 415 million people in the world suffer 

from diabetes. The predicted number increases are estimated 

to be approximately 642 million by 2040. Due to diabetes, 

one person (five million a year) dies every six 

seconds — more than HIV, tuberculosis, and malaria 

combined [1]. Diabetes is a chronic metabolic disease, many 

patients do not have obvious symptoms, but the 

complications can be quite severe if left undiagnosed. Most 

of the complications of diabetes are caused by poor control of 

blood sugar due to a damaged pancreas, so the most 

important thing for diabetic patients is to control blood sugar 

in a target range (70-180 mg/dL). Predicting blood sugar 

levels in advance can be used to regulate blood sugar through 

insulin. 

In this paper, we introduce Long short-term Memory 

(LSTM), which is a Recurrent neural network and Gate 

Recurrent Unit(GRU) to glucose prediction. Due to its unique 

design structure, LSTM is suitable for processing and 

predicting important events with very Long intervals and 

delays in time series. For general-purpose sequence modeling, 

LSTM as a special RNN structure has proven stable and 

powerful for modeling long-range dependencies in various 

previous studies [2]. We also introduce the Convolutional 

Neural Networks which are a deep learning model or 
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multi-layer perceptron similar to artificial Neural Networks, 

which are commonly used to analyze visual images. 

Specifically, we used three layers of CNN to add one layer of 

RNN, each using pooling, and dropout. The essence of 

pooling is sampling. We used two pooling layers of size 3 and 

one pooling layer of size 1. Dropout can effectively mitigate 

the occurrence of overfitting and it is greatly reduced by 

randomly omitting half of the feature detectors on each 

training case. 

Both models achieved good results, and their loss was 

within 0.03. 

 

II. DATASET AND PREPROCESSING 

UVA/PADOVA Type 1 Diabetes Simulator was submitted 

to FDA in 2013, which is research for nonlinearities of 

insulin action in the hypoglycemic range and into glucagon 

kinetics. The dataset we used consisted of 103680 rows and 6 

columns, including glucose level, Meal, Rheumatoid arthritis, 

Proinsulin level, and time. Through Sklearn.Preprocessing. 

MinMaxScaler each features to transform scaling to between 

0 and 1. 

 

III. METHODS  

This section mainly introduces network models and 

training parameters and activation functions. For the first 

model, the input parameters of Gate Recurrent Unit were 

glucose level, Meal, Rheumatoid arthritis, Proinsulin level, 

and time. GRU was chosen because its experimental effect is 

similar to LSTM, but easier to calculate [3]. The input/output 

structure of GRU is the same as that of ordinary RNN. In Fig. 

1, there is a current input and the hidden state passed 

from the previous node, which contains information about the 

previous node. Combining and , the GRU gets the 

output of the current hidden node  and the hidden state 

passed to the next node .  

 
Fig. 1. Input and output structure of GRU. 

 

Unit state is removed from the GRU structure and hidden 

state is used to transmit information. It has only two gate 
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structures, the update gate and the reset gate. 

In Fig. 2, the update gate functions similarly to an LSTM's 

forget and input gates. It determines what information should 

be discarded and what should be included. Another gate used 

to select how much old knowledge to forget is the reset gate 

[4]. 

 
Fig. 2. Cell and gate of GRU. 

 

That's a GRU, by the way. Because GRUs have fewer 

tensor operations, they are a bit faster to train than LSTMs. 

There is no obvious winner when it comes to which is best. 

Researchers and engineers typically test both to see which 

one is best for their application [5]. 

LSTM and GRU are proposed solutions to the short-term 

memory problem by introducing internal mechanisms called 

gates that regulate the flow of information. These gate 

structures can learn which data in a sequence is important 

information to keep and which to delete. By doing so, it can 

carry out predictions by passing relevant information along a 

long chain of sequences. Almost all advanced RESULTS 

based on RNN are implemented through these two 

networks. LSTM and GRU are often used in areas such as 

speech recognition, speech synthesis and text generation. 

They can also be used to generate captions for video. 

For the second model, the Convolutional neural network 

and cyclic neural network are mainly used, and the pooling 

layer is used. Convolutional neural networks have been used 

to apply convolutional neural networks to various fields, such 

as object segmentation and style transformation. What CNN 

can really do is play the role of a feature extractor, so CNN is 

also suitable for this task [6]. The Pooling layer is still a 

process of feature selection and information filtering, in 

essence, that is to say, part of the information is intentionally 

lost to the network, which is a compromise of computing 

performance [7]. After extracting features using CNN, LSTM 

was used for prediction. Because we have access to both past 

and future input characteristics for a particular time in a 

regression job, we may use a bidirectional LSTM network [8]. 

The input of LSTM is the input of the three-layer CNN. The 

purpose of using CNN is to extract features, and the purpose 

of using the LSTM is to achieve regression [9]-[11].  

The control flow of LSTM is similar to that of RNN. Both 

of them process the data transmitted by information in the 

forward propagation process. The difference lies in the 

change of the structure and operation of LSTM units, which 

can enable LSTM to selectively retain or forget some 

information. The core concepts of LSTM are its cell states 

and various gate structures. The unit state is equivalent to the 

pathway that can transmit related information, which allows 

information to be passed down in the sequence chain. This 

part can be regarded as the "memory" of the network. In 

theory, unit states can carry relevant information all the time 

during sequence processing. Therefore, information acquired 

in earlier time steps can also be transmitted to cells in later 

time steps, thus reducing the effect of short-term memory. In 

the process of network training, information can be added or 

removed by gate structure, and different neural networks can 

decide which relevant information to remember or forget by 

gate structure on unit state [12]. 

The gate structure contains the Sigmoid function, an 

activation function similar to the Tanh function. But its 

output interval is not (-1, 1), but (0, 1), which helps update or 

forget the data, because any number multiplied by 0 is 0, and 

that part of the information is forgotten. Again, any number 

multiplied by 1 is the same value, and this information is 

completely retained. By doing so, the network knows which 

data is unimportant to forget and which numbers are 

important to keep [13]. 

The Sigmoid function is defined by the following formula: 
 

 
 

Sigmoid function graph such as S curve in the below Fig. 3: 

 
Fig. 3. Graph of Sigmoid function. 

 

There are three types of gate structures in an LSTM unit 

that regulate the flow of information: forgetting gate, input 

gate and output gate. 

In Fig. 4, the forget gate determines which information 

should be discarded or retained. Both information from the 

previously hidden state and information from the current 

input are entered into the Sigmoid function with output 

values between 0 and 1, the closer to 0 means the more you 

should forget, and the closer to 1 means the more you should 

keep[14]. 

In Fig. 5, the input gate is used to update the cell status. 

Input the previously hidden state information and the 

currently entered information into the Sigmoid function, and 

adjust the output value between 0 and 1 to determine which 

information to update, with 0 indicating unimportant and 1 

indicating important[15]. You can also pass the hidden state 

and current input to the Tanh function, compress the value 

between -1 and 1 to adjust the network, and then multiply the 

Tanh output by the Sigmoid output, which determines which 

information in the Tanh output is important and needs to be 

preserved. 

In Fig. 6, first multiply the previous cell state and the 

forgotten vector point by point. If it is multiplied by a value 

close to zero, it means that these values may be discarded in 

the new cell state. It is then added point by point to the output 
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value of the input gate, and the new information discovered 

by the neural network is updated to the cell state, thus 

obtaining the new cell state [15]. 

 

 
Fig. 4. Graph of the forget gate of the LSTM. 

 

 
Fig. 5. Graph of the input gate of the LSTM. 

 

 
Fig. 6. Graph of the cell state of the LSTM. 

 

 
Fig. 7. Graph of the output gate of the LSTM. 

 

In Fig. 7, the output gate determines the value of the next 

hidden state, which contains information related to the 

previous input. Of course, hidden states can also be used for 

prediction. First, the previously hidden state and current input 

are passed to the Sigmoid function; And then I pass the new 

unit state to the Tanh function; The Tanh output is then 

multiplied by the Sigmoid output to determine what 

information the hidden state should carry; Finally, the hidden 

state is output as the current unit, and the new unit state and 

new hidden state are transmitted to the next time step [16]. 

RNN’s are good for processing sequence data for 

predictions but suffers from short-term memory. LSTM’s 

and GRU’s were created as a method to mitigate short-term 

memory using mechanisms called gates. Gates are just neural 

networks that regulate the flow of information flowing 

through the sequence chain. LSTM’s and GRU’s are used in 

state of the art deep learning applications like speech 

recognition, speech synthesis, natural language 

understanding, etc. 

Overfitting is a major issue. Large networks are extremely 

sluggish to utilize, making it difficult to avoid overfitting by 

integrating predictions from several large neural networks at 

test time. In Fig. 8, the dropout is a method of dealing with 

this issue. The essential concept is to remove units from the 

neural network at random during training [17]. Thus Dropout 

is used after each fully connected layer. Since this task is a 

regression problem, linear activation functions are used. In 

most situations, the affine transformation provides a linear 

translation of an input function to an output, as executed in 

the hidden layers before the final prediction of the class score 

for each label. The input vectors x transformation is given by 

, where x = input, w = weights, b 

= biases[18]. 

 

 
Fig. 8. Graph of the dropout function. 

 

In this paper, all of the experiments are mainly use keras to 

achieve the neural network functions. Keras is a 

Python-based open source artificial neural network 

framework that serves as a high-level application interface 

for Tensorflow, Microsoft-CNTK, and Theano deep learning 

models construction, debugging, evaluation, application, and 

visualization. Keras is designed in an object-oriented, 

modular, and extendable style, with operating methods and 

documentation that consider user experience and difficulties 

while attempting to simplify the implementation of complex 

algorithms. Keras may participate in the development of 

statistical learning models through encapsulation and 

supports major techniques in contemporary ARTIFICIAL 

intelligence, such as feedforward and recursive neural 

networks. Keras supports multi-GPU parallel computation 

under multi-operating systems and may be transformed into 

components under Tensorflow, Microsoft-CNTK, and other 

systems according to backdrop Settings in terms of hardware 

and development environment [19]. 

Keras encapsulates the RNN model and is very convenient 

to call. Keras implements support for the RNN related layer 

model in the Recurrent module of the Layers package, as well 

as a bidirectional RNN wrapper on the Wrapper model. RNN 

models in Recurrent module include RNN, LSTM,GRU and 

other models [20]-[22]. 
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IV. RESULT 

The model1 part uses one layer of GRU and three layers of 

the fully connected neural network, and the activation 

function uses Linear. After 80 epoch sessions, the loss 

dropped to a minimum of 0.0224, as shown in Fig. 9. After 80 

epochs, the loss did not continue to decrease, indicating that 

the network had been fully trained. 

The model2 part uses 3 CNN layers and one LSTM layer, 

the activation function uses Linear. After 80 epoch sessions, 

the loss dropped to a minimum of 0.0299, as shown in Fig. 

10. 

 
Fig. 9. The Loss of the Model1. 

 

 
Fig. 10. The Loss of the Model2. 

 

Using one of the essential evaluation metrics to evaluate 

the prediction performance: root mean squared error (RMSE) 

and the mean absolute relative difference (MARD), which 

can be expressed as: 
 

 
 

 
 

We mainly focus on RMSE for each patient and record the 

results for each patient after several runs. The GRU model’s 

RMSE is 7.2692, and the MARD is 7.3090. The RCNN 

model’s RMSE is 14.1687, and the MARD is 11.0979(See 

Table 1). 

 
TABLE I: THE EVALUATION OF MODELS 

Model name RMSE MARD 

GRU 7.5545 7.9259 

RCNN 14.1687 11.0979 

 

According to the results, it can be found that the GRU 

model obviously achieves better results compared with 

RCNN. GRU controls the transmission state through the 

gated state, remembers the information that needs to be 

remembered for a long time, and forgets the unimportant 

information. Unlike ordinary CRNN, which can only have 

one memory overlay mode. 

 

V. CONCLUSION 

In this paper, a regression problem is used to predict the 

blood glucose level of diabetic patients, and the GRU model 

has achieved a relatively ideal effect. Meanwhile, the effect 

of the RCNN model under this problem is compared, and it is 

found that although the effect of  RCNN is not as ideal as that 

of GRU, it has extremely high performance, which greatly 

reduces the training network time. However, due to the 

possibility that too many features may be filtered out, the 

good effect cannot be reflected. 
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