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Abstract—Patients with acquired brain injuries present 

adverse symptoms such as attention, memory, and functional 

disorders. They prevent them from effectively executing the 

activities of daily living. In the rehabilitation of patients with 

acquired brain injuries, patients need to be aware of their 

cognitive states. Its effective method is to watch the experience 

videos and present quantitative cognitive status to patients. 

Current methods to evaluate cognitive states using require 

special/specific toolkits, and the methods are rigorous when 

applied for real-time dynamic evaluation. Moreover, patients 

are often burdened by the need to undergo tests as required by 

the evaluation methods. In this paper, we propose a method to 

evaluate the attention function from the state of handling a 

kitchen knife that includes dangerous movements even during 

cooking. As a result, we defined four attention levels during 

cutting behavior in cooking and could classify an average 

accuracy of 74.3 percent. 

 
Index Terms—Attention state estimation, cognitive 

rehabilitation with cooking, human support system, machine 

learning.  

 

I. INTRODUCTION 

Patients with acquired brain injuries present adverse 

symptoms such as attention, memory, and functional 

disorders, as well as aphasia, which prevents them from 

effectively executing activities of daily living [1], [2]. In 

Japan, approximately half a million people live with brain 

injuries, and this number is increasing every year [3]. 

Rehabilitation against their cognitive function is called 

cognitive rehabilitation, there are various methods depending 

on the cognitive function. One of the effective rehabilitation 

contents is cognitive rehabilitation with cooking [4]. As a 

reason for that cooking includes various cognitive functions 

such as thinking about a process, focusing on the works (e.g. 

using fire and using cutlery), doing the parallel works. 

There is one other thinking that is important for cognitive 

rehabilitation. It is that to make the cognitive training of the 

patients smoother in cognitive rehabilitation, it is necessary 

for the patients to be conscious of their own diseases [4]. This 

is most important for awareness and is indicated by the 

neuropsychological pyramid in Rusk's hospital program [5]. 

In order to realize their thinking, we have proposed a series of 
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rehabilitation cycles, and have verified the effectiveness of 

our system as shown in Fig. 1 [4]. 

 
Fig. 1. Magnetization as a function of applied field. 

 

Here, in order to aware conscious of their own diseases, it 

is necessary to reflect on the experience video and 

quantitatively score of cognitive state for the patient but it is 

difficult real-time to evaluate using the conventional tests 

such as clinical assessment for attention (CAT) [6], clinical 

assessment spontaneity (CAS) [6] and trail making test (TMT) 

[7]. Those tests are that patients and helpers are burdens 

because those tests are paper type test or test with a special 

tool, and will need time to take the test. 

This paper focuses a cognitive rehabilitation with cooking 

that is effective in improving cognitive function, patients and 

helper are to decrease burdens, and this study aims dynamic 

to grasp an attention state during cooking. Specifically, this 

study focuses on cutting behavior with a kitchen knife, 

recognize hands state and cooking situation using YOLO 

algorithm [8] and Open Pose [9] algorithm, which estimates 

the attention state from the hands state and cooking situation. 

 

II. RELATED WORKS 

Ooi et al. focused on evaluating sustained attention during 

cooking behavior, suggested the difference of behavior 

between giving and not giving cognitive load tasks on 

students [10]. In their study, the group with the cognitive load 

had more moving the hand without the kitchen knife and 

opening hands than the other group. In other words, the group 

with the cognitive load could not focus on the cooking task. 

Furthermore, they focused on evaluating distributed 

attention during cooking behavior, proposed a ”focus map” 

that integrated the brain processing model with the 
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conventional saliency map [11]. To verify a model, they 

conducted a multitasking cooking task under the same 

conditions as in reference 10; the group with the cognitive 

load could not focus on the cooking task than the other group. 

In other words, the group with the cognitive load could not 

focus on multiple cooking tasks. 

Ji et al. made a virtual reality game to assess attention 

function [12]. In this game, they use the features as eye 

movement data and operation information, analyzed using 

the gaussian mixture model (GMM) and dynamic time 

wrapping (DTW), and suggested the possibility of analyzing 

sustained attention. 

 

III. EVALUATION METHOD OF DYNAMIC ATTENTION STATE  

A. About the Attention Functions 

Attention is classified into bottom-up attention (passive 

attention) and top-down attention (active attention) in 

neurophysiology. Bottom-up attention is unconscious 

attention, such as reaction to sound, reaction to moving 

objects, and so on. On the other hand, top-down attention is 

conscious attention [13], [14]. Furthermore, various 

researchers have studied the classification of attention 

function [15], [16], Kashima et al. have classified attention 

into the four items of i) strength, persistence, range, ii) 

selectivity, concentration, stability, iii) convertibility and 

mobility, and iv) controllability and divide [15]. Based on the 

four attention, Table I shows cases of attention states when 

cooking. 

 
TABLE I: KINDS OF ATTENTION STATES WHEN COOKING 

Kinds of attention Instruction and cases 

Controlled attention 

If the water boils while cutting the food 

ingredients, stop the cutting work, and turn off 

the heat. 

Selective attention 
Select the utilizing cookware from multiple 

cookware. 

Sustained attention Focus on work until the end. 

Distributed attention Do multiple tasks in parallel. 

 

 
Fig. 2. The process to detect attention states. 

B. Classification of Attention States during Cutting 

Behavior 

We discussed with professors and doctors at Keio 

University and classified the attention states as shown in Fig. 

2. In particular, this study focuses on sustained attention 

during cooking with cutting behavior. In addition, this study 

sets and fixes the camera to the top of the kitchen. 

1) Is there a kitchen knife in the workspace? 

In order to check to exist a kitchen knife in the workspace, 

it is necessary to object detection. Researchers have proposed 

several methods for detecting objects [8], [17]-[19], but this 

study uses the YOLO algorithm that provides high speed and 

high accuracy [8]. Fig. 3 shows a result using the YOLO 

algorithm during a cutting scene. This result is detected as a 

kitchen knife by the YOLO algorithm and is draw a bounding 

box as a detected object region on the image. 

 

 
Fig. 3. Part of scene a detected object by YOLO algorithm. 

2) Do you have a kitchen knife? 

The operation of handling a kitchen knife involves 

dangerous situations such as injury; therefore, a system needs 

to make sure that the user is using the knife. In order to check 

to use a kitchen knife by a user, this study focuses on a feature 

of a kitchen knife movement.  

The center of gravity of bounding box 𝐺𝑡(𝑥𝑡 , 𝑦𝑡) when a 

detected a kitchen knife at current time 𝑡, the center of gravity 

of bounding box 𝐺𝑡−1(𝑥𝑡−1, 𝑦𝑡−1) when a detected a kitchen 

knife at previous time 𝑡 − 1, the distance between two points 

is 𝑙𝑡. Here, if the distance 𝑙𝑡 is less than the threshold 𝑡ℎ, the 

kitchen knife is not moving, and if the distance 𝑙𝑡 is more 

than the threshold 𝑡ℎ, it is moving (we define that the user has 

the kitchen knife). The calculation method shows equation (1) 

and equation (2). 

𝑙𝑡 = ‖𝑮𝒕 − 𝑮𝒕−𝟏‖ = √(𝑥𝑡 − 𝑥𝑡−1)2 + (𝑦𝑡 − 𝑦𝑡−1)2   (1) 

{
Holding a kitchen knife       (𝑙𝑡 ≥ 𝑡ℎ)

Not holding a kitchen knife (𝑙𝑡 < 𝑡ℎ)
        (2) 

Fig. 4 shows the judgment of the kitchen knife holding on 

the hand. 

 

 
Fig .4. The judgment of the kitchen knife holding on the hand. 

 

3) Is the distance between the kitchen knife and the hand 

without a kitchen knife?  

The user holds the kitchen knife while cutting the food 

ingredients. Furthermore, the hand without a kitchen knife 

holds down the food ingredients. In such a situation, if the 

distance between the kitchen knife and the hand without the 

kitchen knife is large, the user is less likely to get injured; 

therefore, we decide the attention state from a distance of a 
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perpendicular bisector that is calculated by the left line of the 

bounding box obtained by the YOLO algorithm and the 

fingertip coordinate of the hand without the kitchen knife. 

The coordinate of hand without the kitchen knife is obtained 

by the Open Pose algorithm [20]. Here, equation (3) shows 

that can calculate a straight line 𝐿 passing between two points 

from the two coordinate points 𝑃1(𝑥1, 𝑦1), 𝑃2(𝑥2, 𝑦2) of the 

bounding box. 
 

𝐿: (𝑥2 − 𝑥1)(𝑦 − 𝑦1) = (𝑦2 − 𝑦1)(𝑥 − 𝑥1)              (3) 
 

Next, we do deformation of equation (3), calculate a 

minimum distance between the coordinate points 𝑯 =
{(𝐻𝑥1, 𝐻𝑦1), (𝐻𝑥2, 𝐻𝑦2), ⋯ , (𝐻𝑥𝑛, 𝐻𝑦𝑛)}  of hand without 

the kitchen knife and a straight line 𝐿′: 𝑎𝑥 + 𝑏𝑦 + 𝑐 = 0 as 

shown in equation (4). 
 

𝑑𝑖𝑠𝑡 = arg min
𝑖=1,⋯,21

(|𝑎𝐻𝑥𝑖 + 𝑏𝐻𝑦𝑖 + 𝑐| √𝑎2 + 𝑏2⁄ )         (4) 

 

where, a, b and c are constant number. 

Fig. 5 shows the calculation method of the distance 

between a kitchen knife and the fingertip of the hand without 

the kitchen knife. 

 
Fig. 5. The calculation method of the distance between a kitchen knife and 

the fingertip of the hand without the kitchen knife. 

 

 
Fig. 6. The features of the hand skeleton information. 

 

4) Are your hand without a kitchen knife open? 

We get skeleton information of hand without the kitchen 

knife by the Open Pose algorithm to classify of opened state 

or closed state of hand without the kitchen knife. Then, this 

study defines 17 features that degrees between each finger 

joint (𝜃11~𝜃54), the degree between fingertips of thumb and 

little finger (𝜃61), and the degree between fingertips of the 

base of the thumb and the base of the little finger (𝜃62). Fig. 6 

shows the detailed features of the hand skeleton information. 

We conducted pre experiments, could classify the opened 

state or the closed state hand that the accuracy was 82 percent 

[21]. 

 

IV. EXPERIMENTS 

As an experiment, we set a camera at a top in the lab's 

kitchen space, as shown in Fig. 7, to take a cooking video, 

extract only the cutting scene. Participants include a 

right-handed and a left-handed; therefore, we flipped a video 

of the left-handed participants, process as all participants 

right-hended. This study was conducted based on a review of 

the Research Ethics Review Committee at Ritsumeikan 

University (No. Kinugasa-Hito-2019-28).  

Moreover, the dangerous situation is important to be 

estimated in advance rather than detected after they occur; 

therefore, we estimated attention state using long short term 

memory (LSTM). Specifically, the attention states are 

calculated using the results by experiment 1 and estimate the 

dynamic attention state, where, the learning data is the 

attention state of 0 to 10 seconds, the learning epoch was one 

thousand, the error was 0.083. 
 

 
Fig. 7. An experiment’s environment. 

 

V. RESULTS AND DISCUSSIONS 

Fig. 8 shows the result of the dynamic attention state 

during cutting and Fig. 9 shows the confusion matrix of the 

result of the estimated attention state in all video. This time, 

we looked at the target video and annotate the video with the 

attention states. 

 

 
Fig. 8. An estimation result of the attention state. 

 

As a result, the average accuracy of the estimated attention 

state was 74.3 percent. This cause is because attention state 3 
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and attention state 4 misrecognized each other. As a reason 

for misrecognized, the hand without the kitchen knife was 

sideways, so the hand skeleton information is not recognized 

by the Open Pose algorithm. Then, the recognition result of 

the attention state 3 and the attention state 4 is the attention 

state 1, which is the wrong result. We think our system 

misrecognized the attention state because the kitchen knife 

movement stopped when the ingredients were cut. 
 

 
Fig. 9. Confusion matrix of estimation result of attention states. 

 

Next, Fig. 10 shows the estimated results of the attention 

state by LSTM against two videos. As a result, we think that 

our system can estimate the attention state after 10 seconds. 

 

 
(a) Video 1 

 
(b) Video 2 

Fig. 10. An estimation of attention state by LSTM. 

 

VI. CONCLUSION 

In this study, we focused a cognitive rehabilitation with 

cooking that was effective in improving cognitive function, 

patients and helper ware to decrease burdens, we aimed 

dynamic to grasp an attention state during cooking. 

As the evaluation of attention states, we defined five stages 

from the attention states zero to four from four conditions that 

their conditions are "Is there a kitchen knife in the 

workspace?” "Do you have a kitchen knife?” "Is the distance 

between the kitchen knife and the hand without a kitchen 

knife?" and "Are your hand without a kitchen knife open?” 

respectively. 

As a result, the average accuracy of the estimated attention 

state was 74.3 percent. Although the average accuracy of 

attention states was low, we think one of the causes was that 

when the hand's skeletal coordinates were not detected, the 

angle related to those coordinates was set to zero.  Next, the 

classification of attention states was an average accuracy of 

0.72. We believe this was of low accuracy because there were 

scenes where the Open Pose algorithm could not detect the 

hand angle and skeletal coordinates. We think the accuracy 

can improve by estimating the undetected skeletal 

information from past information to solve these problems. 

Then, the experiments of this study focused on the scene 

during cooking with the cutting; however, there are scenes to 

be careful about in the cooking scene, such as using fire and 

placing cooking utensils. In future research, I would like to 

proceed with research targeting other scenes. Furthermore, 

we will develop a system that can quickly detect a user's 

abnormal state by accumulating daily data. In addition, I will 

add the features of head movement from using an egocentric 

vision, will detect whether the user is focused on the work. 

We will also study to add the environmental state of the 

workspace. 
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