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Abstract—the preprocessing of mass spectrometry (MS) data 

is a crucial step in every MS study, which not only makes data 

comparable and manageable but also makes the study more 

reproducible. However, an essential part of this process, which 

is often overlooked, is peak matching. Although existing 

clustering methods have been applied for peak matching, the 

use of these methods have been limited. For example, the use of 

hierarchical agglomerative clustering (HAC) for matching of 

mass/charge signals has been constrained to small-scale MS 

data sets due to the computational complexity of HAC. In this 

paper, we reintroduce a bi-directional hierarchical 

agglomerative clustering (BHC) as a scalable and accurate 

peak matching technique. As a result, the computational 

complexity of hierarchical agglomerative clustering for peak 

matching was optimized by BHC to O(RlogR). BHC was 

benchmarked against existing peak matching techniques. 

Finally, we propose a parallelization framework that 

significantly reduces the peak matching method’s computation 

time. 

 

Index Terms—Mass spectrometry data preprocessing, peak 

matching, hierarchical agglomerative clustering, parallel 

computing. 

 

I. INTRODUCTION 

Mass spectrometry (MS) is a technique that is used for 

measuring mass-to-charge (m/z) ratios of the compounds 

when a sample is ionized. It enables high throughput and 

fast analysis of chemical compositions of biological samples.  

Frequently used ionization techniques are Secondary-ion 

mass spectrometry (SIMS), matrix-assisted laser desorption 

ionization (MALDI), and desorption electrospray ionization 

(DESI). The output from a mass spectrometer is a mass 

spectrum; a mass spectrum consists of a series of paired m/z 

ratios and intensity values. Mass spectrometry imaging 

(MSI) considered a significant improvement in MS 

technology; it allows us to visualize the spatial distribution 

of molecules [1]. This improvement led to the generation of 

three dimensional (3D) mass spectrometry imaging data sets. 

A tissue 3D MSI data sets consist of MSI images of 

successive tissue sections.  

Oetjen et al. [2] provided a few benchmark MSI data sets. 

For example, a 3D MALDI imaging MS dataset of a mouse 

pancreas consists of 497,225 spectra with 13,312 data points 

per spectrum. Due to large datasets produced by MS 
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technologies, efficient computational tools are necessary for 

preprocessing and statistical analysis of such high 

dimensional datasets [3]. MS research and applications have 

gained substantial momentum in the recent years [4]-[9], 

which has made it a priority to develop high-performance 

computer processing to process such large, 

multidimensional datasets [10] efficiently. 

Preprocessing of MS data consists of multiple steps; 

typical processing steps involve data transformation, 

baseline correction, intensity smoothing, spectral alignment, 

peak picking, normalization, and peak matching. Peak 

matching is required to account for slight measurement 

uncertainty as peaks (signals) representing the same 

compound are not necessarily observed with the same m/z 

ratio. Which is determined by the instrument mass accuracy 

that represents the difference between measured and actual 

mass. It is measured in parts per million (ppm) (e.g., actual 

mass = 885.554, observed mass = 885.5549, mass error 

 1.016ppm). Apart from the mass 

accuracy of the instrument, other reasons such as variability 

in processing centres and mass shift over a period of time 

are perceived to cause m/z deviations [11].  

Spectral alignment and peak matching techniques sought 

to eliminate such variations. Techniques such as dynamic 

time warping (DTW) and derivative dynamic time warping 

(DDTW) were applied to find optimal alignment between 

spectra [12], [13]. However, while accurate peak alignment 

techniques minimize the distance between m/z ratios, even 

after alignment, there remain variations in m/z ratios due to 

the differences in peak shapes [14](Fig. 1 b-c). 
 

 
Fig. 1. Spectral alignment, peak picking, and peak matching- (a) show 

segments from three spectra. Each segment represents an ion measured in 

profile mode. (b) represents the same segments after spectra alignment. Red 

arrows show the direction of shift for each segment. (c) shows the same 

segments after peak picking. (d) Shows $m/z$ ratios after peak matching. 

 

The ideal peak matching technique has to group all the 

relevant peaks (peaks that represent an identical ion) in one 

bin. It has to put all the non-related peaks (peaks that 

represent different structures) in separate bins. In this 

context, the bin is a term used to refer to a m/z range by a 

number e.g., mass range 200 to 200.001 can be referred to as 

A Bi-directional Hierarchical Clustering (BHC) for Peak 

Matching of Large Mass Spectrometry Data Sets 

Nazanin Zounemat Kermani, Xian Yang, Yike Guo, James McKenzie, and Zoltan Takats 

International Journal of Machine Learning and Computing, Vol. 11, No. 6, November 2021

373doi: 10.18178/ijmlc.2021.11.6.1064



 

bin number one. The bin can be specified either as a fixed 

value or relative to the value of m/z ratios. 

Tibshirani et al. [15] used hierarchical agglomerative 

clustering for peak matching of MS proteomics data. 

However, with the proliferation of MS imaging technologies, 

the size of MS data sets has been increasing. For example, 

3D MALDI imaging MS dataset from a mouse kidney 

comprised of 1,362,830 spectra, each containing 7,680 pairs 

of m/z ratios and intensities [2]. Another example is the 3D 

MALDI imaging MS dataset of a human oral squamous cell 

Carcinoma consists of 828,558 spectra with 7,680 data 

points (pairs of m/z ratios and intensities) per spectrum.  

The application of hierarchical agglomerative clustering 

(HAC) for peak matching of large MSI data sets has been 

constrained because of the intensive computational and 

memory requirement of HAC algorithms. This paper aims to 

introduce BHC, a scalable version of HAC, for peak 

matching. Besides, we proposed workflow for the 

parallelization of peak matching methods, which was 

applied to peak matching function from the MALDIquant R 

package [16] and peak matching technique by Yasui et al. 

[17]. We showed that the parallelization framework 

improves the computational time of these algorithms 

significantly. We benchmarked BHC against these methods. 

BHC performance on synthetic data is significantly better 

than the Yasui et al. [17] and is on par with MALDIquant R 

package [16] method.  

 

II. HIERARCHICAL AGGLOMERATIVE CLUSTERING FOR 

PEAK MATCHING 

Computational and memory/space complexity are 

indicators of the scalability of a computer algorithm; both 

are represented by O. Tibshirani et al. [15] applied 

hierarchical agglomerative clustering (HAC) with the 

complete linkage function for matching low-resolution MS 

data. In agglomerative (bottom-up) hierarchical clustering, 

each point assigned to a single cluster, at each iteration two 

individual closet clusters are merged into one cluster, the 

distance between individual clusters is defined by a distance 

metric such as complete linkage function: 

d(u,v) = Max{dist(u(i),v(j))}, i ∈ (1,...,nu), j ∈ (1,...,nv)     (1) 

where nu, nv is the number of data points in cluster u and v 
respectively. The algorithm stops when all data points are 

assigned to a single cluster. The computational complexity 

of hierarchical clustering is affected by calculating pairwise 

similarity matrix (S) across data points O(N2) and the time to 

scan the similarity matrix to find the largest similarity hence 

O(N3) (N is the number of data points). Kazmi et al. [18] 

applied HAC with a priority queue algorithm in a sequential 

manner. This reduces the time complexity of peak matching 

with HAC to O(NR2logR), R is the number of spectra and 

R<<N. While Kazmi et al.’s algorithm for peak matching is 

a considerable improvement, it is still unable to process 

large MS data sets; it is shown in Table I, the standalone 

Java program was acquired from Kazmi et al.; the program 

became unresponsive for N=10,000 spectra. The purpose of 

this study is to introduce a bi-directional HAC (BHC) that is 

a clustering-based technique stemmed from heuristic peak 

matching by Kazmi et al. [18]; it reduces the computational 

complexity of Kazmi et al. method from O(NR2logR) to 

O(NRlogR). This makes the method scalable so that it can be 

used for very large MS experiments, such as imaging data 

sets with tens of thousands of spectra. 

 

III. DATASETS 

A. Sample Preparation and Data Acquisition 

The collection of the breast cancer data set (137 samples), 

as well as a colorectal cancer data set (28 samples), was 

approved by the institutional review board at Imperial 

College Healthcare National Health Service Trust (research 

ethics committee reference no REC 11/LO/0686 and 

07/H0712/112 respectively). All tissue samples were stored 

at 80◦C after collection. Each sample was cryosectioned to a 

thickness of 10µ m, mounted onto a glass slide, and stored 

at 80◦C before DESI-MSI analysis. This analysis was carried 

out using a home-built DESI ion source coupled to an 

Exactive Fourier transform Orbitrap mass spectrometer 

(Thermo Scientific, Bremen, Germany). The mass analysis 

was carried out in negative ion mode over the mass range 

m/z 200–1000 at a nominal mass resolution of 100,000 and 

a mass accuracy of ± 2 ppm. The DESI−MSI was operated 

at a spatial resolution of 100 µ m (injection time of 1000 ms) 

with a nitrogen pressure of 7.0 bar, sprayer voltage of 4.5 

kV, capillary voltage 50 V, the capillary temperature of 

250◦C, tube lens voltage of 150 V, and skimmer voltage of 

40 V and a solvent mixture of methanol and water in a 

signal 95:5 with a flow rate of 1.5 µL/min. Following DESI-

MSI acquisition, tissue sections were stained with 

hematoxylin and eosin (HE). They underwent histological 

examination by a pathologist, where the different tissue 

types present in each sample was determined. Raw mass 

spectrometric images were converted to imzML format 

using imzML Converter (version 1.0.5) and imported into 

MATLAB (R2014a) for pre-processing and analysis. 
 

 
Fig. 2. Outliers in complete linkage HAC. The six peaks are shown P1...P6. 

HAC with complete linkage function creates the two clusters (bini,bini+1) 

shown as ellipses. The most intuitive two-cluster clustering is 

{{P1},{P2,P3,P4,P5,P6}}, but in complete-linkage HAC, the outlier {P1} 

splits {P2,P3,P4,P5,P6}} into {P1,P2},{P3,P4,P5,P6}} [19]. 

 

B. Synthetic Data 

To generate m/z signals that resemble technical replicates 

from the ground truth spectrum, peaks on the spectrum were 

randomly shifted bidirectionally according to a variable 

(Sppm) sampled from a truncated normal distribution (µ = 0, 

σ2 = 2.5). 

An MSI sample was chosen randomly from the breast 

cancer data. It consists of 4884 spectra. After peak matching 

using BHC (Eppm = 2.5), a mean spectrum was generated. 

This spectrum consists of 89,694 m/z signals. To study the 

practical scalability and performance of the methods, 

random subsets of this spectrum were generated and used as 
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cancer datasets were calculated.  Each MS imaging sample 

is a collection of many spectra (> 1000) acquired from the 

predefined areas of a tissue section.  

The plot is generated by adding one MSI sample at a time 

and calculating the number of intervals cumulatively. This 

plot shows that by increasing the number of spectra to 

250,000, the number of intervals increases and stabilizes at 

around 150,000 intervals with approximately 100,000 

spectra. The average size of intervals is 0.5-1 percent of the 

size of the super spectrum. Therefore the parallelization 

framework introduced here would significantly speed up the 

peak matching methods for MS data. We observed that for 

the peak matching methods, the additional time for making 

the intervals and merging the intervals is negligible. 
 

 
Fig. 6. Execution time as a function of a number of spectra.  Y-axis represents the run-time in seconds and X-axis shows the number of spectral. The solid 

blue line represent the execution times without using the parallel framework, i.e., sequential.  The orange line shows the run-time after utilizing the parallel 

framework. The dashed black line shows the BHC’s execution time. 

 

D. Parallelization Framework 

Fig. 6 (orange lines) shows that the peak matching 

routines can be executed substantially faster in the parallel 

framework (blue lines versus orange lines). Run-time of the 

BHC (black dashed lines) is on par with the other methods 

in parallel mode. 

E. Split Correction 

MS image visualizes the spatial intensity distribution of a 

particular m/z signal. Phosphatidylinositol is an abundant 

lipid in tissues that could be captured by DESI-MSI. Here a 

case study was described that shows how a group of m/z 

signals that correspond to the same compound split into 2 

clusters (bins). Fig. 7 left panel shows an MS image for m/z 

= 885.55 [Phosphatidylinositol-H]. The middle and the 

Right panels show the MS images (first row) and 

distribution of m/z signals (second row). The left panel 

displays the ion image (first row) and the distribution of m/z 

signals (second row) after split correction. From the 

complementary MS images, it could be observed that peaks 

separated into two bins represents one compound (left 

panel). Fig. 7 illustrates that in such cases, the centroids of 

two split bins are very close, and the m/z distributions in 

each bin are highly skewed. 

 

  
Fig. 7. Split correction- The plots on the top row illustrate MS images; the 

first plot shows a complete MS image for m/z = 885.55, and the second and 

third plots show the split MS images for the same signal. The bottom row 

represents the m/z distributions of signals corresponding to the MS images. 

If the split correction option was enabled, then it was performed for each 

interval after peak matching. 

 

Such splitting can be removed by merging bins that their 

centroids are closer than the window of potential shift. This 

is optional, and the user can choose whether to perform split 

correction or not. 

F. Performance Evaluation 

Table II shows the precision, recall, and F1 percentages 

for all techniques. Yasui et al. technique have a lower 

precision compared to other techniques, while BHC and 

MALDIquant have close to 100 percent precision. This 

means that bins generated by BHC and MALDIquant are 

collections of relevant peaks. BHC consistently outperforms 

other methods’ recall and F1 score (P value<0.001). The 

second and third columns of Table II showed a slight 

improvement of the recall and F1 score when a split 

correction was performed on top of BHC; however, the 

improvement is not statistically significant (Table II column 

6). Despite this improvement, more precise split correction 

methods than the one that is explored here can be devised by 

defining the bin boundaries more precisely. 
 

TABLE II: PERFORMANCE COMPARISON OF PEAK MATCHING TECHNIQUES 

- PEAK MATCHING TECHNIQUES AND THEIR PAIRWISE COMPARISON ARE 

SHOWN. PRECISION, RECALL, AND F1 SCORE WAS MEASURED OVER 10 

SPECTRA WITH 5000 VARIATIONS FOR EACH. MEAN (STANDARD 

DEVIATIONS) ARE SHOWN FOR EACH METHOD; ZERO SIGNIFIES A VALUE 

SMALLER THAN 0.00001. THE P-VALUES GENERATED BY THE KRUSKAL-

WALIS RANK-SUM TEST 

Methods Precision Recall F1 score 

BHC 99.99(±0)  99.76(±0)  99.87(±0)  

BHC NC 99.99(±0)  99.72(±0)  99.86(±0.05)  

MALDIquant 99.99(±0)  96.59(±0.001) 98.26(±0.1) 

Yasui 77.94(±0.005) 77.85(±0.005) 77.89(±3.5) 

Pairwise 

comparison 

Group Comparison(p-value) 

BHC vs. BHC NC 0.2 0.1 0.1 

BHC vs. 

MALDIquant 

0.3 <.001 <.001 

BHC vs. Yasui <.001 <.001 <.001 

BHC NC vs. 

MALDIquant 

0.9 <.001 <.001 

BHC NC vs. Yasui <.001 <.001 <.001 

MALDIquant vs. 

Yasui 

<.001 <.001 <.001 

 

VI. DISCUSSIONS 

We have discussed an agglomerative hierarchical 

clustering for peak matching of large MS datasets. BHC is 

an agglomerative hierarchical clustering method that works 

for one-dimensional data. In addition to BHC, a framework 
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is introduced that can be used for the parallelization of peak 

matching methods. However, the improvement in the speed 

and scalability is straightforward to validate, but the 

performance of the methods is harder to compare. F1 score, 

precision, and recall were used on the synthetic data to 

compare the methods' performance. None of the methods 

were perfect. We observed that the MALDIquant method 

tends to split bins, and the Yasui method tends to merge bins. 

BHC is sensitive to noise; however, a split correction 

method is proposed and tested, but more concise methods 

would be beneficial. There have been a plethora of methods 

designed for spectra alignment of liquid chromatography-

mass spectrometry (LC-MS) [20], [21] and nuclear magnetic 

resonance (NMR) [22]; some these methods can be used for 

MS peak matching. However, most of these methods rely 

upon a reference spectrum to align the spectra.  

In summary, our approach provides an efficient 

framework on which peak matching with hierarchical 

agglomerative clustering can be scaled to 100,000 of mass 

spectra with millions of m/z signals. Future work is required 

to validate the accuracy of the method on larger mass ranges 

and other MS technologies; we demonstrated the 

performance of BHC for DESI-MS on mass range <1000. 

The parallelization framework showed a high potential for 

speeding up the peak matching techniques. BHC has made 

the peak matching with HAC scalable to large MS data sets. 

Correction of split bins due to the sensitivity if the HAC to 

outliers improves the performance of HAC for peak 

matching. BHC performance on the synthetic data is on par 

or better than the peak matching methods devised by Yasui 

et al. [11] and Gibb et al. [17]. However, finding the best 

peak matching technique remains a challenge as each 

method has its idiosyncrasies. 

MS imaging technologies advanced to generate three-

dimensional views of tumors and tissues by stacking MS 

images of successive tissue sections, hence larger MSI data 

sets. These data sets and large cohort studies can benefit 

from BHC. BHC peak matching method is tested for small 

MS range (<1000 Da), but the application of the method to 

the larger mass range is considered as future research. As 

the result of the parallelization framework, the time required 

for peak matching techniques is significantly reduced, this 

allows not only to run multiple peak matching instances 

simultaneously but also allows us to run multiple techniques 

quickly. An ensemble method that aggregates the results of 

various peak matching techniques could be considered as 

future research. 

The instrument mass accuracy is reflected in the data. 

However, the exact precision of the recorded data drifts over 

time (declines), a further study should include an automated 

technique to adjust for this. Another potential that can be 

utilized for MS imaging datasets is to incorporate spatial 

information for improved peak matching. Finally, a speed-

up may come from the implementation of the methods on 

graphical processing units. 

 

VII. CONCLUSIONS 

BHC peak matching algorithm allows the application of 

peak matching by agglomerate hierarchical clustering on 

large mass spectrometry datasets. The benchmarking against 

two other peak matching methods proved that the 

performance of the BHC is either on par with other methods 

or is better. The parallel framework introduced here 

significantly improves the current peak-matching methods 

runtime. These improvements potentially contribute 

positively to a more accurate and efficient preprocessing 

pipeline for MSI data. 
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