

Abstract—This paper deals with the detection of a dynamic

obstacle with the use of a low-cost monocular camera mounted
on a dynamic vehicle. An algorithm has been developed to
integrate feature tracking, Image transformation, and optical
flow. Optical flow method is used to detect a moving obstacle in
a static environment. Camera motion causes the environment to
be dynamic with the point of view of the observer thereby
leading to the failure of optical flow algorithm. The difficulty in
distinguishing the difference between moving and a stationary
body can be overcome with the use of image transformation
technique, which transforms the newly captured image to the
coordinate frame of the previous image. The optical flow
algorithm can now be applied to detect a dynamic obstacle. To
further find the position of the obstacle in 3D space with respect
to the camera, Stereo vision system is used. The developed
algorithm has been tested in a virtual environment using V-rep
and Matlab. The algorithm has also been validated
experimentally with the use of a stereo camera system on a
mobile platform-P3-DX.

Index Terms—Optical flow, feature point matching, first
corner method, image transformation, stereo vision, V-rep,
P3-DX, VICON.

I. INTRODUCTION
With the increase of automation in the transport industry, it

is very important to examine the use of various navigation
procedures. To navigate, we require the vehicle’s position as
well as its surroundings. Currently, a wide variety of sensors
are being used to understand environment such as IR sensor,
Ultrasonic sensor, LIDAR, etc. The major drawbacks of these
sensors are their susceptibility the various environmental
conditions such as vibration, environmental noise,
measurement noise, etc. [1]. With the increase in flexibility
of vision sensors, cameras are a good alternative due to their
advantages.
For autonomous vehicular motion, we require the

knowledge of the environment which includes both static as
well as dynamic obstacles. For static obstacles, its position
alone with respect to the moving vehicle is required. For
dynamic obstacles, its current position, and velocity with
respect to the vehicle is required. Research has been carried
out to overcome the above issues by using various techniques
that depend on different sensors such as LiDAR Distance
Sensor, SONAR, and cameras [1] . Each of these sensors has
its own advantages and disadvantages. In terms of accuracy,
laser sensors provide good results in comparison to other
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types but has a higher cost. In contrast, SONAR is
cost-effective but has low accuracy. The alternative to these
traditional sensors is to use cameras. Using a stereo vision
system, the 3D position of the obstacles can be found using
disparity mapping [2].
Even though stereo vision uses two cameras to find out

depth information of the environment, we cannot capture
information of all the points in the environment. Many
researchers use RGB-D sensor (Kinect develop by Microsoft)
instead of a stereo vision for depth mapping, which can
provide more accurate results [3] but it is not very cost
effective. Both, stereo vision system and RGB-D sensor
when used for dynamic obstacle detection cause a large
increase in the computational complexity. The developed
algorithm takes advantage of the low-cost monocular camera
to detect a dynamic obstacle and a stereo vision system to get
the position and direction of it.
Optical flow method takes advantage of the feature

matching algorithm for the detection of a moving obstacle for
a stationary camera condition [4]. A combination of optical
flow method and a stereo vision system can be used to
produce a hybrid vision system that can track the motion of
an obstacle in a 3D environment [5]. Optical flow method is
applicable to a stationary obstacle. The motion of the camera
causes a dynamic environment thereby leading to a difficulty
in distinguishing between stationary and moving obstacles
caused by random optical flow values of feature points.
Every small motion experienced by the camera will cause a
coordinate transformation in the image captured with respect
to the previous one. To overcome this difficulty, we make use
of an image transformation using the feature points to
transform the captured image to the coordinate frame of the
previous image. The above-mentioned method has been used
to provide video stabilization [6], [7].
The algorithm used in this paper makes use of this image

transformation technique to stabilize two consecutive images
causing the two images to appear as a single one. Hence,
Optical flow method is applied to detect a dynamic obstacle,
and a stereo vision system to track a dynamic obstacle in a
3D environment. The values obtained from the algorithm has
been verified using Vicon cameras that provide us the values
of position and speed of the dynamic obstacles.

II. SIMULATION SETUP
The algorithm developed can also be used in real time to

detect and observe a moving vehicle or obstacle and its
behavior. A virtual environment called V-REP (Virtual
Robot Experimental Platform) is used to verify the
functioning of the algorithm. V-REP robot test system
contains coordinated and advanced environment settings,
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where each module or object can be individually controlled
by an embedded script as well as remote-API client.
Therefore, V-REP ensures an extremely adaptable and
suitable virtual environment for testing multi-vehicle
applications like navigation and control. Through remote API,
vehicle control can be achieved by using third party software
or languages like C/C++, Python, Matlab, etc. We have used
MATLAB to remotely control the speed of the vehicle in
V-REP.

Fig. 1. Environment in simulated environment (v-rep) with two camera view.

P3DX, which is a standard autonomous vehicle is used for
the experiments. Two P3DXs have been used, one as an
autonomous vehicle that is navigating the environment and
the other as a dynamic obstacle as shown in Fig. 1. Two
cameras (stereo camera) with a pixel resolution of 512×256
are used to test the algorithm. The developed code in
MATLAB obtains the image from the stereo camera and
using these captured images, detects the dynamic obstacle.

III. EXPERIMENTAL SETUP
For experimental validation of the developed algorithm,

Amigobot is used as the autonomous vehicle and a P3DX is
used as the dynamic obstacle as shown in Fig. 2. Both the
amigobot and the P3DX are controlled using MATLAB via
Aria plugin. The same code that was used in the simulation is
validated by using it for the experiment. Two low-cost
(Logitech) camera are used for the development of stereo
vision system as seen in Fig. 2.

Fig. 2. Experimental setup.

To validate the displacement and speed obtained from the
algorithm, Vicon tracking System is used. The system
captures the motion parameters of the object accurately. We
used a set of four BONITA cameras to capture the motion of
the reflectors that have been placed on the autonomous
vehicle and the obstacles as shown in Fig. 3. The reflectors
can be observed in Fig. 2. The entire test setup with the

cameras, amigobot, P3DX, and the static obstacles appear on
the Vicon interface as seen in Fig. 4. Using a remote
connection between Vicon software and Matlab, we can track
and obtain the motion parameters of vehicles as shown in Fig.
5.

Fig. 3. Vicon camera setup.

Fig. 4. Vicon system environment.

Fig. 5. Tracked object by Vicon system.

IV. PROCEDURE
Motion of the camera causes a dynamic environment due

to the motion of the surroundings with respect to the frame of
reference of the camera. Observing from the global reference
frame, all points except dynamic obstacle looks stationary.
We can apply optical flow from a global reference frame for
detecting a dynamic obstacle but for the navigation of an
autonomous vehicle, we require the dynamic obstacle to be
detected locally in the environment. Application of the
optical flow method on in-camera reference frame is difficult
and is solved by applying image transformation from the
current frame to the previous frame. After coordinate
transformation, we can now apply optical flow method to
these two frames to detect the dynamic obstacle. The
procedure to obtain the above-mentioned results are
mentioned below:
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Fig. 6. Image transformation procedure.

Fig. 7. Algorithm flowchart.

A. Image Transformation
Images are captured using live streaming stereo vision

system at regular time intervals (or frame). We then
transform the image captured at time ‘t+dt’ to the frame of
reference of the image captured at time ‘t’. In order to
perform this image transformation, a transformation matrix
should first be calculated. To calculate the transformation
matrix, we need some common feature points between the
two images that are considered to be stationary in the global
reference frame. A variety of features points are available to
choose from a few of which are described below:
1) Corner Points – Corner of objects in images are good

feature points because a drastic change of pixel intensity
is present.

2) BRIS Points – Binary Robust Invariant Scalable Key
points

3) SURF Points – Speeded up robust features
4) KAZE Points – Kaze is derived from a Japanese word

which describes wind
5) MSER Regions – Maximally stable external Regions
It is advantageous to choose the corner points method due

to its simplicity and less computational cost. There are some
algorithms which are used to detect Corner points:
1) Feature from accelerated segment test (FAST)

algorithms.Minimum
2) Eigenvalue Algorithm
3) Haris-Stephens Algorithm
The method chosen for the purpose of this research is the

FAST algorithm which makes use of the specific feature
values of the feature points. The feature values depend upon
the grayscale intensity difference between the point and its
neighborhood. The next step is to find out the correlation
between common feature points of the two captured images
in time by making use of the which can be solved by
matching the feature values between those feature points.
Using these common feature points, we can now estimate the
transformation matrix by applying the RANSAC Algorithm
[8]. Out of the obtained feature points, not all of them can be
used directly due to the presence of a few faulty points. The
RANSAC algorithm can estimate the transformation matrix
by eliminating these faulty feature points. This
transformation obtained is known as an Affine
transformation.
The simplest kind of image transformation is a linear

transformation, and all linear transformations are Affine
having the following two properties:
1) A straight line will be straight after transformation.
2) The parallels line stays parallel after transformation
Six parameters are required to define the affine

transformation shown below in the form of equations:
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Using the above six parameters (tij), various types of
coordinate transformations can be achieved. Table I shows
the relation between parameters and the different
transformation techniques (where C(α) = Cos(α), S(α) =
Sin(α)):

TABLE I: RELATION BETWEEN PARAMETERS AND THE DIFFERENT
TRANSFORMATION TECHNIQUES

Operation ��� �t� ��t �tt ��� �t�
Translation 1 0 0 0 Δx Δy

Rotation C(α) -S(α) S(α) C(α) 0 0
Shear 1 Shy Shx 1 0 0
Scale Sx 0 0 Sy 0 0
Horizontal
Reflection -1 0 0 1 Xc 0

Vertical
Reflection 1 0 0 -1 0 Yc

These parameters can now be used to apply the affine
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transformation on all feature points between the two captured
images using the transformation matrix. Fig. 8 shows the
schematic of the above transformation process. The first
image (Fig. 8(a)) is the image captured at time ‘t’ and the
second image (Fig. 8(b)) is the image captures at time ‘t+dt’.
There is clear change in the geometry of the object i.e.
rectangle becomes a random quadrilateral. Using the corner
points of the rectangle as feature points and their affine
transformation matrix (6 parameters) we can obtain the
transformed image. Therefore the quadrilateral again looks
like a rectangle.
Fig. 9 and Fig. 10 show this image transformation

operation in simulated and practical environment
respectively. In this case, the vehicle (where camera mounted)

moves only in the forward direction, so the transformed
image looks smaller than the original image. This
transformation can be observed by the decrease in pixel size
therefore causing the boundary black portion. Slight rotation
of the image can also be observed from the images.
Above method have a limitation of the only alteration of

image 2d plane. Thus this method is very ill-suitable to
finding general destruction taken place in the 3D scene. For
which it is not a good option for image transformation in
moving vehicle condition. But if two nearest frames of video
taken, then there is a very little 3D destruction capture in
camera which can be neglected. So for this paper, we ignore
this 3D destruction in the environment.

Fig. 8(a). Line diagram at time = t. Fig. 8(b) Line diagram at time = t+dt. Fig. 8(c) Line diagram after image transformation.
Fig. 8. Line diagram for understanding image transformation.

Fig. 9(a). Image at time = t. Fig. 9(b). Image at time = t+dt. Fig. 9(c). After image transformation.
Fig. 9. Image transformation in simulation.

Fig. 10(a). Image at time = t. Fig. 10(b). Image at time = t+dt. Fig. 10(c). After image transformation.
Fig. 10. Image transformation in real time application.

B. Dynamic Object Detection
After the application of image transformation, even though

the vehicle and the camera are in motion, all the static
obstacles will appear static. Only the actual dynamic
obstacles will appear as a dynamic obstacle. Our objective
now is to ensure we can detect these dynamic obstacles.
Optical flow algorithm which follows the locus Kanade
method is used to detect the dynamic obstacle between the
first image (at time=t) and transformed the second image
captured at time ‘t+dt’.
This procedure is similar to the previous method which

begins with the selection of good feature points and using
their feature values. A feature matching algorithm is then
applied using KLT method [9] applied to the images. The
relative positions between these feature points can then be

obtained as shown in Fig. 11. It is observed that the few
feature points remain stationary (no relative movement)
while other feature points having motion (some relative
movement). These feature points that have relative
movement provide the position of the dynamic obstacle.

C. Stereo Vision
The stereo vision system is used to obtain the depth map by

using two identical cameras. The depth calculation depends
on the disparity of a point. Disparity is the relative
displacement of a point which is visible in a binocularly
visible region, by keeping one camera on at a time.
Depending upon the camera configurations and placement,
we experience two types of disparity: Horizontal Disparity
and Vertical Disparity. If the cameras are identical and are
positioned horizontally, then there will be no vertical
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disparity. There are also nonlinearity errors in a stereo system
and these can be avoided by calibrating the stereo vision
system to obtain the corresponding intrinsic and extrinsic
parameters. These parameters are used at each frame to
calculate the disparity, thereby leading to depth generation
and point cloud mapping [10].

Fig. 11 (a). Simulation result for optic flow.

Fig. 11 (b). Experimental result for optic flow.
Fig. 11. Correspondence between feature points of two conjugative frame.

With using the above-explained stereo vision algorithm,
two-point clouds environments prepared. One with images
taken by two cameras at time=t. Another one with the image
formed by image transformation of two images taken at
time=t+dt.

D. Obstacle Speed Calculation
Take pointclouds value of detected dynamic feature points

of previously prepared two set of point clouds (from images
at time=t and from transformed images at time=t+dt). As
image transformation done both point clouds have stereo
camera origin at same point. Static points having same value
of point clouds and dynamic points are having different. So
the distance between those two point clouds of dynamic
points gives the displacement occurs at that span of time. As
time period of each examined frame known, speed can easily
be calculated.

Fig. 12. Stereo vision principle.

V. RESULT AND DISCUSSION

The verification of the developed algorithm to detect a
dynamic obstacle in a virtual environment is shown in Fig. 13
and the experimental validation is shown in Fig. 14. The
green star points above vehicle describe the chosen feature
points that help us distinguish between the dynamic obstacles
and the other stationary obstacles. The yellow rectangular
box shows the detected dynamic obstacle in the image.

Fig. 13. Dynamic obstacle detection in V-REP.

Fig. 14. Dynamic obstacle in real-time application.

Fig. 15. Detection of the non-moving feature point.

Fig. 15 shows the error in the algorithm, wherein a static
point was also detected as a dynamic obstacle. This occurs
when the background feature points have a significantly large
optical flow value. This issue is a drawback of the image
transformation method. This technique works well when
there is a change in the image in two dimensions but fails in a
three-dimensional geometry change. The above problem can
be solved by making use of a high-speed camera which will
reduce the changes in geometry in 3D.
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Fig. 16(a). Detected Obstacle in the image.

Fig. 16(b). Representation of detected obstacle in the 3D point cloud.

(a). Experiment 1

(b) Experiment 2
Fig. 17. Comparision of speed dynamic obstacle.

Fig. 16(b) shows the 3D point cloud representation of the
whole environment viewed by the stereo camera. The Origin
(0,0,0) defines the position of the stereo camera. The red box
seen in the same Fig. shows the detected dynamic obstacle,
for which the point cloud position is known. Displacement
and speed are calculated by the previously described method.
Fig. 17 shows the comparison between the speed obtained
from the algorithm, Speed from Vicon data and commanded
speed in two experiments having a different direction of
motion. As P3-DX is a standard vehicle having very high
stability, it is assumed that its speed is same as commanded
speed.
The errors in the results are caused by majorly due to the

following reason:
 Point cloud developed by stereo vision is not

accurate due to calibration error.
 Matching of the point depends on pixel intensity so

when more than one point has the same property,
then stereo vision fails.

VI. FUTURE SCOPE
 3D depth information can find out by using single camera

using monocular stereo so one camera can use instead of
two cameras.

 The developed algorithm only talks about the detection of
dynamic obstacles but the navigation is yet to be
performed using this information.

 This experiment was carried out using a ground vehicle
and the algorithm can also be tested on aerial vehicles.

 Computational complexity is very high for this process.
With the use of a different computational method, the
computational cost can decrease.

VII. CONCLUSION
With the use of several image processing methods such as

Image transformation, optical flow and stereo vision, an
algorithm was developed to detect a dynamic obstacle with a
dynamic camera condition. This algorithm has been verified
in a virtual environment using V-REP and also validated
experimentally on a P3DX and an amigobot. The detected
dynamic vehicle’s position in the 3D environment is found
out using the Stereovision algorithm. From this obtained
position of the dynamic obstacle, its velocity profile is also
found out and verified using Vicon data reading. Although
the above method is verified experimentally, the
computational time can be minimized by using optimization
technique.
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