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Abstract—Analyzing human behavior in smart 

environments is an important research area dealing with a 

multitude of issues related to ubiquitous computing, machine 

learning and ambient assisted living. With recent 

advancements in sensing technologies, it is henceforth possible 

to build computational models that select relevant sensors, and 

apply statistical models for accurate detection of residents’ 

activities in smarthomes. To this end, we choose to work with 

the “Orange4home” dataset which represents one of the latest 

dataset in this research field. The main contribution of this 

paper is (1) to perform accurate detection of resident activities 

(extracted from the “Orange4Home” dataset) by proposing 

relevant preprocessing and machine learning approaches, and 

(2) enhance previous classification results already published on 

the same dataset. Thus, our methodology in this paper is to 

explore the whole process from data preprocessing to 

classification metrics. Indeed, a carefully designed and original 

preprocessing algorithm is proposed in order to properly 

prepare data to the training phase. Then, to perform relevant 

exploration of the feature space, many strategies for features 

selection and reduction (based on Univariate feature selection 

and Principal Component Analysis) were proposed. For the 

activities classification task, many well-chosen discriminative 

models (SVMs, Decision Trees, Random Forests) were 

explored. Our main results outperform previously published 

results on the same dataset. Moreover, comparing all proposed 

classifiers, Random Forests outperform other classifiers and 

shows that the optimal accuracy rate (95%) was obtained 

thanks to a smart choice of a limited number of sensors rather 

the use of the full feature space (i.e. data from all installed 

sensors). Based on our results, many recommendations (for 

building optimal smarthomes and activity classification models) 

were emphasized in the end of this paper. 

 

Index Terms—Activity classification, data preprocessing 

and feature selection, discriminative models, smarthome.  

 

I. INTRODUCTION 

Modeling human activities in ambient intelligent 

environments is becoming an attractive research field and 

there is a growing awareness about its technological, 

scientific and socioeconomic challenges [1]. Actually, 

human behavior modeling and analysis can be developed for 

a myriad of applications such as robotics [2], [3], skills 

assessments [4]–[6], sports analytics [7], [8], learning 

analytics [9], human-human interaction analysis [10], [11], 

affective computing [12], healthcare [13]-[15], ambient 
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assisted living [16]–[18], surveillance and entertainment in 

smarthomes [19].  

In particular, smart home environments, equipped with 

multiple sensors, have given the opportunity to model 

Activities of Daily Living (ADLs) with an accurate sensing 

and a deep understanding of the human behavior. The 

concept of ADLs [20], [21] is largely used in health care, 

describing activities and daily routines, such as eating, 

cooking, sleeping, bathing, etc. In fact, ADLs monitoring in 

smart homes represents a great instrument to track functional 

status of residents and assess their ability to live 

independently [20]. Thus, one major goal of these augmented 

houses is to assist disabled and elderly people in order to 

enhance their well-being as well as their independent and 

decent living [16], [22]. In addition to persons with special 

needs, analyzing and modeling behaviors in smart homes, 

comes with a multitude of benefits for all the occupants. 

Indeed, it helps to improve house security, reduce energy 

costs, ameliorate entertainment and enhance comfort within 

the house [19].  

Our challenge in this paper is to build computational 

models that select relevant sensors and apply statistical 

models to detect accurately ADLs in a smart home 

environment. The end goal of this research is to build 

user-aware homes able to automatically respond to human 

needs, behavior and activities. To reach this goal, we choose 

to work with a new dataset specially designed for the smart 

home research field. This dataset called "Orange4home" [23] 

comes with many advantages comparing to existing 

databases (c.f. subsection III.A).  

In this paper, our approach tries to mine the whole process 

of ADLs recognition: from applying many datamining 

methods for data preprocessing and selection, to the 

assessment of a wide range of machine learning models 

relying on a multitude of evaluation criteria. The proposed 

computational models should be able to analyze multimodal 

environmental data, analyze subtleties of human behavior 

and then detect accurately ADLs patterns of the smarthome 

occupants.  

The rest of the paper is organized as follows: the next 

section reviews the state of the art of ADLs recognition 

models. In Section III, we introduce the used smarthome 

dataset and then we detail our proposed algorithm for data 

preprocessing. In Section IV, we expose applied strategies 

for data selection and reduction. Machine learning models 

and how they were applied are presented in Section V. 

Classification results and main findings are exposed in 

Section VI. Section VII summarizes our contributions and 

concludes the paper. 
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II. RELATED WORK 

ADLs detection is a classification problem [20]. It consists 

of mapping sensors data to relevant activities. This 

recognition task can be categorized based on data modalities 

of the environment devices. Two types are widely explored: 

video-based [24] or sensors-based recognition [25]. For the 

second type, they can be either wearable or ambient sensors. 

Smartphones, smart watches, smart glasses and helmets are 

typical examples of wearable devices [26]. Ambient sensors 

are installed within the environment such as energy 

consumption sensors or on separate objects such as doors 

sensors with the aim of catching all possible human 

interactions [21], [23]. 

But before going into any classification process, a 

preprocessing step is required for raw data to get the final 

features [27]. It may consist of filtering data noise or 

redundancies, dealing with missing data, rescaling data 

values, changing data types, selecting relevant features, 

extracting new features [28]-[30], reducing feature space 

etc. [31]. Afterwards, classification step consists of mapping 

observations (features) into activities (classes). 

ADLs classification algorithms span over a broad range of 

machine learning techniques [32] from classic classifiers 

such as Support Vectors Machines (SVMs) [33] to more 

sophisticated approaches such as Hidden Markov Models 

(HMMs) [34]. These machine learning models can be 

categorized into two types: discriminative models and 

generative models [35]. Discriminative approaches model 

the conditional probability of classes given data observations 

while generative ones model the joint probability of data 

observations and their corresponding classes. 

SVMs and Random Forests [36] are typical examples of 

the first type. In particular, SVMs [37] are considered one of 

the most powerful discriminative algorithms that were 

applied to diverse classification problems including ADL 

recognition [38]. In fact, SVMs, are known to be particularly 

efficient to cope with high dimensional data spaces [20]. 

However, the problem with SVMs, is the fact of being 

frame-based classifiers i.e. they are inherently unable to 

model temporal dependencies. Additionally, high 

computational complexity required in training phase may in 

some cases limit their applicability. In ADL literature, SVMs 

have been applied in [16] to detect activities of an elderly 

person using wearable sensors. These sensors recorded basic 

signals such as acceleration, altitude and temperature. Many 

features were extracted and transformed from this raw data 

such as mean or standard deviation of accelerations in 

different axes. Coupled with many feature selection 

techniques (e.g. feature clamping [39]), SVMs achieved the 

best classification rate (90%) compared to other classifiers 

namely MLP (Multi-Layer Perceptron) and RBF (Radial 

Basis Function). 

Random Forests (RFs) [36] is another well-known 

discriminative technique for activity recognition. It belongs 

to the Ensemble Learning methods [40] since it builds a set of 

Decision Trees (DTs) [41] and merge their outputs according 

to a voting system. This procedure preserves decision trees 

advantages but prevents overfitting problems and ends up 

with a more accurate and stable classification result. 

However, one limitation of RFs is the slowness of the model 

in some cases especially with a high number of decision trees. 

Random Forests were applied in [21] in order to enhance 

daily living of elderly people and improve their security. 

Passive infrared (PIR) sensors were used to detect motion 

inside a smart apartment and a set of ADL were collected 

manually from the residents. For ADL recognition, RFs 

outperformed all tested models which were basically SVMs 

and Naïve Bayes classifiers. Note that, other discriminative 

models were also explored in ADL classification literature 

such as Conditional Random Field (CRFs) [42], [43] and 

Artificial Neural Networks (ANNs) [44], [45]. 

HMMs [46] are another type of models that are known to 

be part of the Probabilistic Graphical Models (PGMs) [42] 

and especially part of the generative ones. In spite of having 

less discriminative power than SVMs and other 

discriminative classifiers, they have the advantage of 

modeling efficiently sequences and temporal data due to their 

internal network configuration [10]. This property has made 

HMMs very popular in the activity recognition literature [20]. 

For instance, HMMs were applied in [47] for multimodal 

behavior modeling in a smart living room environment. 

Many Features were extracted from a 3D video tracker, a 

speech activity detector (for occupants) and a sound detector 

(for the environment). HMMs were designed to detect 

specific situations like "aperitif" or "siesta" and classification 

results were quite interesting. Other activity recognition 

studies applying HMMs can be found in [22], [48]–[50]. 

One Major problem with generative models (e.g. HMMs) 

is online classification. This type of model may be efficient 

for offline classification, but for real time applications, 

discriminative frame-based classifiers represent a better 

solution, especially with their discriminative power and their 

ability to cope with high dimensional data. For these reasons, 

in our work, we propose to develop, evaluate and compare 

several discriminative models widely used in the literature of 

ADLs recognition which are: SVMs, Decision Trees and 

Random Forests. These models were applied to one of the 

newest datasets in the field of smarthomes: the 

"Orange4Home dataset" [23]. The advantages of this dataset 

are listed in the next section. A main goal of this work is to 

enhance previous recognition rates obtained in a previous 

study for the same dataset and the same classification task 

[51]. Thus, our main contributions are as follows: 

 The Enhancement of previous classification results: our 

methodology to reach this goal is to explore and mine the 

whole process of ADLs recognition task. 

 The introduction of a dedicated preprocessing algorithm 

(cf. Fig. ) for the "Orange4Home" dataset: this algorithm 

proposes detailed and precise steps for data preparation 

including data fusion and many suited strategies to deal 

with missing values and data normalization. Note that 

this algorithm can be easily generalized to other datasets 

disposing similar data format. 

 The exploration of several strategies to get a deep 

mining of the feature space: these strategies are based on 

a combination of data selection and reduction algorithms 
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especially ANOVA [52]  and Principal Component 

Analysis (PCA [53]). 

 The development of a multitude of well-chosen machine 

learning approaches (SVMs, DTs, RFs) and their 

assessment according to several metrics. 

 The proposition of recommendations for building 

smarthomes and ADLs classification models deduced 

from our results and findings. 

In the next section, we present the used dataset and then 

we detail all steps of our data preprocessing algorithm. 

 

III. DATA PREPROCESSING ALGORITHM 

A. Dataset Presentation 

Our proposed models are applied on a new ADLs dataset 

called "Orange4Home dataset" [23]. Actually, numerous 

datasets exist in the literature of ADLs such as Opportunity 

[54], Transfer Learning [55] and ARAS [56]. However, 

many remarks can be drawn on these datasets. For instance, 

the Opportunity dataset was recorded in only one room, and 

captured sequences were very limited in time (nearly 30 

minutes). Moreover, body-worn sensors represent half of 

used devices which is nonrealistic for normal population. 

Transfer Learning dataset comes with 3 different homes 

recordings. Nevertheless, limited number of sensors were 

used which lessens the capacity to sense the complexity of 

human behavior. In addition, it labels only eight classes of 

activities, which may be too simple to model effectively 

human routines. ARAS dataset contains recorded activities 

over one full month in two separate real houses. It comes with 

27 different classes of activities tagged in situ by the resident 

with a remarkable degree of accuracy. Unfortunately, each 

house is equipped with only 20 binary sensors which 

constrains future experiments with heterogeneous data 

processing algorithms. 

"Orange4Home dataset" [23] due to its original 

experimental protocol, combine advantages of existing 

datasets and represents a great benchmark for behavior 

modeling and activity recognition. "Orange4Home" is the 

result of a joint cooperation between Orange Labs and 

INRIA1 (France). It provides multimodal data collected from 

236 heterogeneous sensors in a fully equipped two-story 

apartment called "Amiqual4Home"2  (cf. Fig. 1, extracted 

from [23]). Orange4Home comes with approximately 180 

hours of recording activities of daily living distributed over 4 

consecutive weeks of work (i.e. 20 working days, each one 

from 8.00 am to 5.00 pm). A total number of 24 activity 

classes was accurately and manually labeled in situ by the 

single occupant of the smart apartment. 

The exhaustive list of classes is exposed in Table I. Each 

class is denoted by the place in which activity occurs followed 

by the activity label (e.g. Living_room|Eating). Note that we 

have added the "Inter" activity class to original dataset. This 

latter activity can be seen as a transition activity from one 

activity to another. Therefore, for this work, the total number 

1 https://www.inria.fr/en/ 
2 https://amiqual4home.inria.fr/ 

of classes is rather 25 classes. For data, many types of sensors 

were used to sense different kinds of information such as door 

opening, luminosity, presence, water (hot and cold) 

consumption, energy consumption, electrical data, light 

switches, temperature, noise, weather data, etc. These 

sensors generate many types of data (binary, integer, real 

number and categorical) as shown in Table II (table extracted 

from [23]). "Orange4Home" realistic sensed data and 

accurate labeled classes make it an appropriate dataset to 

evaluate data preprocessing techniques, activity recognition 

models as well as assessing other smarthome research 

problems as we will see in the next section. 

 

 

 
Fig. 1. Layout of Amiqual4Home apartment: (a) ground floor (b) first floor 

(extracted from [23]). 

 
TABLE I: LIST OF CLASSES (EXTRACTED FROM [23]): EACH CLASS IS 

DENOTED BY THE PLACE IN WHICH ACTIVITY OCCURS FOLLOWED BY THE 

ACTIVITY LABEL 

Entrance|Entering Entrance|Leaving 

Kitchen|Preparing Kitchen|Cooking 

Kitchen|Washing_the_dishes Kitchen|Cleaning 

Living_room|Eating Living_room|Cleaning 

Living_room|Computing 
Living_room|Watching_TV 

Staircase|Going_up Staircase|Going_down 

Office|Computing Office|Watching_TV 

Office|Cleaning Bedroom|Dressing 

Bedroom|Reading Bedroom|Napping 

Bedroom|Cleaning Toilet|Using_the_toilet 
Bathroom|Showering Bathroom|Using_the_sink 

Bathroom|Using_the_toilet Bathroom|Cleaning 

 
TABLE II: NUMBER OF SENSORS PER PLACE AND DATA TYPE. THESE 

FIGURES WERE EXTRACTED FROM [23] 

Data 

Place\Type Binary Integer Real Categorical Total 

Entrance 3 1 2 3 9 

Kitchen 13 21 18 0 52 

Living room 16 6 8 7 37 

Toilet 3 1 1 0 5 

Staircase 3 0 0 0 3 

Walkway 9 0 1 0 10 

Bathroom 9 6 8 3 26 

Office 9 3 3 5 20 

Bedroom 17 4 6 7 34 
Global 1 13 20 6 40 

Total 83 55 67 31 236 
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B. Preprocessing Algorithm 

"Orange4Home dataset" contains 236 files representing 

each one sensor. Each file contains two columns: timestamp 

and sensor value at that time. Time granularity is different 

from one sensor to another. Our objective is to merge all data 

sensors to one table with sensor labels as columns indexes 

and timestamp as a row index. The Final table should not 

contain any missing values and should be suitably 

normalized. To reach this goal, we propose a specific 

preprocessing algorithm that chains essentially three big 

steps: 

1. Data Fusion 

2. Filling Missing Values 

3. Data Normalization 

Our preprocessing algorithm is summarized in Fig. 2. All 

details about the three steps are presented in the following 

subsections. Furthermore, note that our proposed algorithm 

can be easily applied to other smarthome datasets disposing 

similar sensors configuration. 

1) Data fusion 

As aforementioned, we target to fuse all data sensors to one 

table with sensor labels as columns indexes and timestamp as 

a row index. To reach this goal, a "union strategy" is applied 

for fusion. It consists of using the union of all timestamps 

from all sensor files, even if does not exist in some sensor 

files. Depending of sensors timestamps, some missing values 

may occur in some rows (c.f. Appendix A for an example of a 

possible scenario). 

2) Filling missing values 

To tackle missing values issue, many strategies were 

applied depending on the type of column values and the 

location of missing values in the table. We remind that each 

column represents a sensor from the smart apartment. The 

first step is to apply a "forward strategy". It consists of 

replacing a missing value with the nearest value from past. In 

fact, a sensor records a new time/value only if there is a 

change. Hence, it is quit relevant in this case to fill gaps with 

the last valid observation. After this step, missing values 

located at the beginning of columns remain untreated 

because of past observations absence. Here, we distinguish 

two cases: (1) If the type of sensor value is numerical, 

missing values are simply replaced by zero, since 

theoretically it wasn’t recording that time, we call this 

strategy the "zero strategy". (2) If the type of sensor value is 

categorical, missing values are replaced using a "backward 

strategy". It consists of replacing a missing value with the 

nearest value from the future. We choose this strategy since 

change is unlikely to occur within few seconds (duration of 

the missing values at the beginning of table) especially with 

the categorical sensors. For instance, if we take the wind 

direction sensor, it is unlikely that direction changes totally 

from east to west within few seconds. Hereby, all missing 

values cases were carefully treated (c.f. Appendix B for an 

example of a possible scenario). 

3) Data normalization 

To prepare data to machine learning models, it is 

recommended (even required for some models) to normalize 

data to a homogeneous format. To reach this goal, the 

following steps are applied: (1) A min-max scaler is applied 

on numerical values. After this step all numeric values are 

ranged between 0 and 1. (2) Binarization of two-categorical 

variables to Boolean Variables is applied (i.e. sensors with 

two-categorical values were changed to 0 and 1 values). For 

instance, for the "Kitchen light" sensor, "OFF" is changed to 

0 and "ON" to 1. (3) "Hot encoding" is applied for 

multiple-categories columns (more than two categories). 

"Hot encoding" manipulation consists of transforming one 

column with n possible categories to n columns. Each new 

column represents one category (c.f. Appendix C for an 

example of a possible scenario). This way, values of new 

transformed column will be only 0 or 1 (that category is 

observed or not). Therefore, we come out with a homogenous 

numerical table which all values are ranged between 0 and 1. 

 

 
Fig. 2. Our proposed preprocessing algorithm. This algorithm is composed of 

three main steps: Fusion, filling missing values and normalization. 

C. Output of the Preprocessing Algorithm 

Initially, our dataset comes with 236 features, each feature 

representing one sensor. As explained before, many steps 
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were undertaken to preprocess data and prepare training 

phase, namely data fusion, dealing with missing and data 

normalization. The fusion step outputs one table with 236 

columns (sensors) and nearly 224000 lines (timestamps). In 

that last step of normalization, "Hot encoding" is applied for 

multiple-categories features which increased features 

number from 236 to 265. Before applying selection and 

reduction, one last manipulation is applied: we deleted 

constant features. Constant features can be defined as 

features with variance equal to zero. Since they are constant 

all time, they do not have any discriminative effect and it 

better to neutralize them from the beginning. This way, 7 

columns were deleted and the final dataset contained 

essentially 258 normalized features. Remember all 

preprocessing steps can be reviewed in the schema of our 

proposed preprocessing algorithm (cf. Fig. 2). 

 

IV. FEATURES SELECTION AND REDUCTION 

A. Applied Strategies 

Once data table is ready, next issue is to select and/or 

extract relevant features in order to optimize the training step. 

Four strategies were explored: 

 S1: Selection of all features i.e. the whole feature space is 

selected (258 features). 

 S2: Selection of a set of features based on the "Univariate 

feature selection" method (cf. subsection IV.B for more 

details). Tested sets of features were 40, 50, 60, 70, 80, 

100, 120 and 140. 

 S3: Reduction of the feature space using PCA (Principal 

Components Analysis, cf. subsection IV.C for more 

details). Tested numbers of PCA components were 3, 5, 

7, 9, 11, 13, 15, 17, 19 and 21. 

 S4: Selection of a set of features based on the "Univariate 

feature selection" method (S2) + Reduction of the 

selected feature space using PCA (S3). Based on 

aforementioned sets for selection (S2) and reduction 

(S3), all possible combinations were tested. For instance, 

suppose 80 features are selected (an example of S2), S3 

reduction strategy is applied on that feature space. 

B. Univariate Feature Selection 

Univariate feature selection concept consists of selecting 

the best features based on univariate statistical tests between 

each feature and the output variable. Univariate feature 

selection keeps only features with the highest scores 

according to ANOVA tests [52]. In fact, when the features 

are quantitative, which is our case, we can compute ANOVA 

F-value score between each feature and the target variable 

(i.e. classes labels). This way, selecting the best k features is 

simply selecting the k features having the highest ANOVA 

F-value scores. 

C. Principal Components Analysis 

Principal component analysis (PCA) [53] is a statistical 

approach for dimensionality reduction. PCA objective is to 

transform a set of possibly correlated features into a set of 

linearly uncorrelated features called principal components. 

Due to this transformation, the first principal component has 

the largest possible variance which decreases with each 

succeeding component. Therefore, PCA reduces feature 

space to a lower space and allows to conserve maximum 

information and variability from original data. 

 

V. CLASSIFICATION OF HUMAN ACTIVITIES 

A. Applied Models 

As explained before, discriminative frame-based 

classifiers represent a promising solution for our 

classification problem, especially with their capacity to deal 

with high dimensional data space and their effective 

discriminative power. Therefore, for our modeling, we 

proposed three discriminative models carefully-designed for 

our classification problem. These models are based 

respectively on SVMs, Decision Trees and Random Forests. 

In the next subsections, we briefly introduce the concepts 

behind these three models. 

1) SVMs 

Support vector machines (SVMs) are a powerful technique 

for solving classification problems. They have been also 

successfully applied for regression issues [57]. SVMs are 

based on two key principles: the maximum-margin 

hyperplane principle and the kernel function principle. 

These two principals were well-formalized for several years 

before they were pooled together to formally build SVMs in 

1995 by Vapnik [58]. From this date, SVMs quickly gained 

popularity thanks to the theoretical guarantees that were 

provided, and the good results in many applications. The first 

key idea is the maximum margin. The margin represents the 

distance between the separation boundary and the closest 

data points samples. These points are called support vectors. 

The challenge here is to find the optimal dividing boundary 

(which maximizes the margin), from learning data. If the 

boundary is linear, this amounts to a quadratic optimization 

problem. When the data is linearly inseparable, the kernel 

function (second key idea of the SVMs) allows to transform 

the initial representation space of the data into a larger 

dimensional space, where it is likely to find a linear separator. 

This way, SVMs concepts help in solving efficiently 

nonlinear classification problems. 

2) Decision trees 

Decision trees are another popular method of supervised 

learning [41]. They have the advantage to be represented 

graphically in a tree like structure. Each node in a decision 

tree represents an input variable and each branch represents a 

value taken by that variable. In a classification problem, each 

leaf of the tree is associated with a class. To classify a new 

instance, simply traverse the tree, and associate it with the 

class it ends in. In spite of the apparent simplicity, several 

problems occur during the construction of the tree. There are 

essentially three methods widely used by the scientific 

community in trees construction: C4.5 algorithm [59], 

CART algorithm (Classification And Regression Tree) [60] 

and the CHAID algorithm (CHi-squared Automatic 

Interaction Detector) [61]. In the construction phase, 
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decision trees tend to form a quite complex model, 

excessively sticking to the data and thus causing over-fitting 

in some cases. In addition, it was shown that tree size 

increases proportionally with the size of the training set. To 

fix this issue, a pruning phase is applied in order to reduce 

and determine the optimal size of the tree. Note that there are 

other solutions for the over-fitting problem especially 

Random Forests [36]. 

3) Random forests 

Random Forests (RFs) [36] is another well-known 

discriminative technique for class recognition. It belongs to 

the Ensemble Learning methods [40] since it builds a set of 

decision trees [41] and merge their outputs according to a 

voting system. This procedure preserves decision trees 

advantages but prevents over fitting problems and ends up 

with a more accurate and stable classification result. 

However, one limitation of RFs is the slowness of the model 

in some cases especially with a high number of decision trees. 

Next, we will present how these introduced classifiers were 

applied in our ADLs recognition problem. 

B. Application Setting 

We remind that tested classifiers were principally Support 

Vector Machines (SVMs), Decision Trees (DTs) and 

Random Forests (RFs). Before presenting all classifiers 

results, please note: 

 

 For SVMs, one-vs-one strategy is used to deal with 

multiclass issue since our target variable have more than 

two classes (25 classes). The used kernel was Radial 

Basis Function (RBF) kernel [37]. 

 For each model, the four strategies of data 

selection/reduction were applied. 

 For selection, tested sets of features were 40, 50, 60, 70, 

80, 100, 120 and 140. 

 For reduction, tested numbers of components were 3, 5, 

7, 9, 11, 13, 15, 17, 19 and 21. 

 For each model, regularization parameters were used to 

limit overfitting issues. 

 Our dataset contains four weeks of recording. For all 

models, 4-cross validation is applied, it means in each 

iteration, three weeks are used for models training and 

one week for testing. The presented evaluation metrics 

are the average of all iterations of the 4-cross validation. 

 Data preprocessing, selection/reduction techniques, 

models training/testing evaluation metrics, plots and 

figures were all implemented in Python using well 

known libraries for Data Science and Machine Learning 

such as Pandas, Numpy, Scikit-learn and Matplotlib 

[62]. 

 Scikit-learn library uses SVC algorithm (cf. [63] for 

more details) for SVMs implementation and an 

optimized version of the CART algorithm [60] for 

Decision Trees implementation. For RFs 

implementation, Scikit-learn library uses an enhanced 

version of the original Random Forests algorithm [36]. 

Note that in Scikit-learn, per default, all 

hyper-parameters were finely tuned based on literature 

review to probably get the best classification 

performance.  

VI. RESULTS AND DISCUSSION 

A. Comparison to Previous Work 

For each model and for each selection/reduction 

configuration, several classification metrics were recorded. 

In this work we will focus especially on accuracy, recall, 

precision and F-measure [64]. Firstly, we start with 

comparing our classification rates to previous work in 

literature. In a previous study [51], two approaches were 

tested in order to classify activities of the Orange4Home 

dataset. Please note in that study, training/testing protocols 

may slightly differ from ours, thus, in our experiments, we 

tried our best to make the comparison as relevant as possible. 

The first previous approach uses all sensors in the 

recognition task. The best performance was obtained with an 

SVM classifier and an F-measure rate equal to 89.61%. In 

our work, this approach can be compared to the application 

of the S1 strategy (selection of all features, cf. S1 in 

subsection IV.A). Compared to our results, two of our 

classifiers outperform the latter result. Classification rates of 

our SVM and RFs classifier were respectively 91.50% and 

92.82%. This performance gap, especially for the same used 

classifier (SVM), can be explained by the relevancy of the 

steps undertaken by our preprocessing algorithm. 

The second approach presented in the previous study [51] 

relies on a multitude of place-based classifiers. One classifier 

was used per place in the smart apartment and a decision 

fusion step is needed to deduce the right class. Each one of 

those classifiers selects only relevant sensors for that specific 

place. The best performance was obtained with an MLP 

(Multi-Layer Perceptron) classifier and an F-measure rate of 

93.05%. In our work, this approach can be compared to our 

selection strategies of the relevant sensors. As we will see 

next, in our application, Random Forests shows the best 

performance in "only features selection" strategy (i.e. S2 

strategy) especially with a selected number of features equal 

to 50 features. In this configuration, recorded F-measure of 

RFs was 95.30% which outperforms the previous work 

(93.05%) [51]. This difference may be in part explained by 

the fact that our method selects best sensors over all sensors 

over all activities in the apartment not by place as used in 

[51].  Next we compare our three models in the different 

proposed selection/reduction configurations. 

 

 
Fig. 3. Plotting features scores (F-value from ANOVA) sorted in a decremented 

order. This figure shows that scores begin to stagnate in a low level beyond the 

best 50th feature (blue dashed line). 

304

International Journal of Machine Learning and Computing, Vol. 10, No. 2, February 2020



 
(a)                                                        (b) 

Fig. 4. (a) In this configuration, the three classifiers (SVM, DT, RF) used all 

selected features (40:140) without any reduction. (b) In this configuration, for 

each selected number, PCA is applied and 21 components were extracted. 

 

TABLE III: ACCURACY RESULTS OF RFS AND SVMS USING DIFFERENT 

NUMBER OF FEATURES: 50 FEATURES, 140 FEATURES (BOTH WITHOUT 

REDUCTION), 140 FEATURES REDUCED TO 21 PCA COMPONENTS 

Classifier 
Number of Features 

50 140 140 (reduced to 21) 

RFs 

RFs 

3 

SVMs 

13 

95.09 93.15 85.79 

SVMs 92.94 92.63 87.67 

 

B. Comparison of Our Models and Discussion 

In Fig. 4, accuracy, recall and precision results are 

presented for the three classifiers SVMs, DTs and RFs. In 

that Figure, two selection/reduction configurations are tested: 

in the first column, we have "only features selection" (cf. S2 

in in subsection IV.A) while in the second column, beside 

selection we apply PCA reduction (S4 strategy) to extract 21 

components (21 was the biggest tested number of 

components). Random Forests shows the best performance in 

"only features selection" configuration especially with a 

moderate number of feature (e.g. 50, 60, 80 features). The 

best accuracy rate at all (95%) was given by RFs with only 50 

selected features (c.f. Table III). We remind that best features 

were selected according to their F-value scores from ANOVA 

tests. Fig. 3 explores and plots all features scores sorted in a 

decremented order. This figure shows that scores begin to 

stagnate in a low level beyond the 50th feature which 

explains in part the best accuracy rate (95% given by RFs) 

using only 50 selected features. Moreover, the RFs high 

performances confirm many previous studies claiming that  

RFs are usually better than other classifiers especially in a 

multi-class problem [21], [65], [66]. However, when we 

increase the number of selected features (e.g.140 features), 

SVMs obtain similar results to RFs and even better for 

precision. This can be explained by SVM efficiency in high 

feature spaces [20]. Moreover, when we apply PCA reduction 

on a large feature space (e.g. 120, 140, c.f. Table III), SVMs 

clearly outperform RFs which loses its superiority even with 

some lower selected features (e.g. 60, 80). This can be 

explained by a better capacity of SVMs to handle artificial 

extracted components comparing to RFs. 

In Fig. 5, recall and precision results are presented for the 

two classifiers RFs and SVMs. This figure confirms that best 

results are obtained with the "only features selection" 

strategy i.e. without any reduction manipulation (cf. the blue 

curve). From this finding, we think that in building ADLs 

classification models for similar smarthomes and recognition 

tasks, it is highly recommended to work with the original 

preprocessed values of sensors (or at least extracted features 

from single sensors) than the extracted reduced artificial 

components. In this recommended specific configuration 

("only features selection") and as seen in Fig. 4, we can see 

that 50 features are sufficient to get the best performance. 

This particular result is more obvious in Fig. 6 in which the 

orange curve - representing 50 selected features - is clearly 

above all other curves. 

 

 
(a) 

 
(b) 

Fig. 5. RFs results (a) and SVMs results (b) for many selection/reduction 

strategies. Each color/curve represents the number of PCA components (for 

instance red color represents 11 components, note that ‘all’ means no reduction). 

X axis represents the number of selected features. 

 

Indeed, this result shows that there is no need to have a 

fully instrumented smarthouse to have an effective 

classification of human activity. In fact, multiplying features 

does not add any discriminative power and may disturb 

classifiers. Thus, it is better to focus on a smart choice of 

sensors types and locations rather than multiplying sensing 

devices. For instance, in our smarthome dataset, if we 

explore the first best selected features/sensors (best F-value 

scores from ANOVA) we find principally light sensors (e.g. 
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"bathroom_light", "bedroom_light", "office_light") and 

energy consumption sensors (e.g. "livingroom_tv 

plug_consumption", "office_tv_plug_consumption"). As a 

recommendation, for a similar setting to our smarthome and 

similar human activities to our resident activities, it is then 

quite judicious to explore this strategy of reducing 

full-instrumentation and optimizing sensors setting. In 

addition, besides having potentially high classification rates, 

this strategy presents many other advantages: it reduces 

smarthouses installation costs, cut down operational charges, 

limits technical problems, reduces data storage issues and 

mostly enhances resident’s privacy since less devices are 

used to detect their behaviors. Therefore, this strategy can 

contribute significantly on solving well-known problems of 

smarthouses relating to costs and privacy [16], [19], [20]. 
 

 

 
Fig. 6. RFs results (top: recall / bottom: precision) for many selection/reduction 

strategies. Each color/curve represents the number of selected feature (for 

instance orange color represents 50 selected features). X-axis represents the 

number of components from PCA reduction. 

 

VII. CONCLUSION 

In this research work, we have tried to propose the best 

process for automatic activities detection in a smarthome 

environment. To this end, we have used a new dataset called 

"Orange4home" specially designed for the smart home 

research field. We have managed to obtain consistent results 

by proposing efficient ADL classification process. First, a 

dedicated algorithm for data preprocessing was finely 

designed and applied. Second, we have built computational 

algorithm that selects the most relevant sensors. For this goal, 

four strategies of selection and reduction were explored. 

Third, for activities classification, three discriminative 

models (SVMs, Decision Trees and Random Forests) were 

tested and compared. As a result, we have reached attractive 

ADL recognition rates that outperform previous results in 

literature. Particularly, for our models, Random Forest 

outperforms other classifiers with an accuracy rate beyond 

95%. Moreover, through the proposed features selection 

strategies, we have succeeded to determine the most relevant 

sensors, pointing that full instrumentation of houses does not 

necessarily give optimal results. This finding can be a first 

step toward solving some major smarthouses issues related to 

efficiency, costs and privacy. As a conclusion, this research 

work consists of exploring a multitude of strategies in order 

to build smart ADL recognition models for the 

"Orange4home" dataset. It can be considered as a generic 

benchmark that may be used in future by other researchers in 

this field. The perspectives of this work revolve around three 

axes. First, we intent to enhance our preprocessing algorithm 

in order to consider other than ambient sensor types, such as 

vision sensors or wearables sensors. Second, since PCA 

results were not quite relevant, we plan to apply other 

promising techniques such as auto-encoders which ensure 

nonlinear transformations and thus, may overcome PCA 

limitations. The last axe concerns the application of deep 

learning classifiers which perform better automatic features 

learning, and then compare it to our proposed models in this 

paper. 

APPENDIX 

 
Appendix A: An example of a data fusion step: here three sensors files were 

merged in one table using the “union” strategy (keeping all observations). 

Notice that some missing values appear since timestamps differ from one sensor 

to another. 

 

 
Appendix B: An example of applied strategies to cope with missing values. We 

remind that three strategies were used (cf. the “Filling Missing Values” 

subsection for more explanations): the “forward strategy” is outlined in green, 

the “zero strategy” in red and the “backward strategy” in blue. 

 

 
Appendix C: An example of “Hot encoding”: we split the categorical column 

“global_wind_dir_ext” to three columns since it has three categories (ENE, 

SSE and S). The new table contains only binary values. 
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