
  

  
Abstract—Ontology similarity calculation and ontology 

mapping are important research topics in information retrieval. 
By learning optimization similarity function, we propose the 
new algorithm for ontology similarity measure and ontology 
mapping. The stability of ontology algorithms is studied by 
adopting a strategy which adjusts the sample set by deleting one 
or two element from it. Relationship between uniform loss 
stability and uniform score stability is investigated. A sufficient 
condition for uniform score stability is given. The result of our 
work shows that if for any (v,v’) ∈V × V, a kernel function 
K((v,v’), (v,v’)) has a limited upper bound, then the ontology 
algorithm which minimizes the regularization empirical l-error 
will have good uniform score stability. Also, two experiments 
results show that the proposed algorithm has high accuracy and 
efficiency for similarity calculation and ontology mapping. 
 

Index Terms—Ontology, similarity calculation, ontology 
mapping. 
 

I. INTRODUCTION 
The generalized information retrieval refers to the process 

of organizing and storing the information by certain means, 
and in accordance with the needs of users to find out related 
information. The narrow information retrieval refers to the 
process of only finding out the needed information in 
information set, and it is equivalent to the information search 
which is often said. Information set refers to an organized 
information collection, it can be all the database records, also 
may be all literatures collected in the library. Of course, it can 
also be all types of information set released through Internet. 
Text information retrieval is to find the appropriate number 
of documents subset related to the requests and inquires in a 
large number of documents set. 

Ontology abstracts certain application field of the real 
world into a set of concepts and relationships of concepts. 
Integrating the ontology into the technology of text 
information retrieval not only inherit the advantages of 
information retrieval but also overcome the limitations that 
concepts information retrieval cannot deal with the 
relationships of the concepts. As the ontology has the ability 
to express concept semantics through the relationship 
between concepts, portray the intrinsic link between concepts, 
and excavate those hidden and not clear concepts and 
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information. So, it can better meet user requirements in the 
recall and precision aspects, and realize the retrieval 
intelligent. At the same time, ontology-based retrieval 
methods are more in line with the of human thought, it can 
overcome the shortcomings of the information redundancy or 
information missing caused by the traditional information 
retrieval methods, and the query results can be more 
reasonable. Now, ontology similarity computation is widely 
used in medical science biology science [see 1] and social 
science [see 2]. As ontology used in information retrieval 
[see 3], every vertex can be regard as a concept of ontology, 
measure the similarity of vertices using the information of 
ontology graph.  

Let graphs G1,G2,…,Gk corresponding to ontologies 
O1,O2,…, Ok, respectively, and G=G1+G2+…+Gk.  For every 
vertex v ∈ V(Gi)，where 1 ≤ i ≤ k, the goal of ontology 
mapping is finding similarity vertices from G-Gi. So, the 
ontology mapping problem is also ontology similarity 
measure problem. Choose the parameter M∈[0,1], let A,B 
are two concepts on ontology and Sim(A,B)>M, then return B 
as retrieval expand when search concept A. So, the ontology 
mapping problem is also ontology similarity measure 
problem. Thus, the key trick for ontology similarity measure 
and ontology mapping is to find the best similarity function f: 
V×V → + ∪ {0}, which maps each pair of vertices to a 
non-negative real number. More details can be seen in [4-16]. 

The main contribution of our paper is proposed a new 
ontology similarity measure method and ontology mapping 
using the learning method. The organization of this paper is 
as follows: we describe the algorithm in Section II, and 
theory analysis in Section III. Two experiments are obtained 
in Section IV which shows that the new algorithm have high 
quality.  

II. THE NEW ALGORITHM TO LEARN OPTIMIZATION 
SIMILARITY FUNCTION 

The input space is called the instance space, and all the 
instances in input space are drawn randomly and 
independently based on some (unknown) distribution. The 
labels in the finite label set are totally ordered and let yi is 
label for some (vi,

'
iv ), where vi and '

iv  are vertices in 
ontology graph or in multi-ontology graph. Without loss of 
generality, the training examples take labels Y=[0,M] for 
some M > 0. Then, a training set S can be constructed as 
S={(v1,

'
1v ,y1),…, (vn,

'
nv ,yn)}of size n in V×  V×Y, the new 

ontology algorithms try to find a mapping function f: V×V 
→ R+ ∪ {0}, which is can assign an accurate label to future 
instances.  
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Let l be loss function which is used to punish the 
inconsistent situation of wrong prediction. One common used 

loss function as absolute loss l(f, vi,
'
iv ,yi)=

'( , )i i if v v y− . 

The quality of a prediction rule f: V × V → R+ ∪ {0} is 
measured by its expected error with respect to D: 

'
'

( , , )
( ) [ ( , , , )].

i i i
l i i iv v y D

R f l f v v y= E                 (1) 

However, it cannot be estimated directly since distribution 
D unknown. Instead, we use empirical error to measure the 
algorithm: 

'

1

1( ; ) ( , , , ).
n

l i i i
i

R f S l f v v y
n =

= ∑
)

                                (2) 

Nevertheless, the similarity function given by the 
minimum ( ; )lR f S

)
 usually has bad smoothness. It is 

general to add a regularization term to solve this problem, 
and use the regularized empirical l-error with regularization 
parameter λ >0 to measure f: 

( ; ) ( ; ) ( )l lR f S R f S N fλ λ= +
) )

,                      (3) 

where F is a class of real-valued functions on X, and N is a 
regularization function: F → R+ ∪ {0}. Given a training 
sample S, a ranking algorithm outputs a ranking function 
fS∈F which satisfies: 

arg min ( ; )S l
f F

f R f Sλ

∈
=

)
.                         (4) 

III. STABILITY ANALYSIS 

An algorithm is called stable at a training set S if any 
change of a single point in S yields only a small change in the 
output. It is natural to consider that a good ranking algorithm 
should have good stability, that is, for a wild change of 
samples, the ranking function doesn’t change too much. 
Some analyses of the stability of ranking algorithms are given in 
[17]-[36]. 

 [36] studied the stability of ontology algorithm by 
replacing one element in sample set S with another outside of 
S. Also, [36] obtained some conclusions relatively on such 
stabilities. In this paper, we consider two modifications on 
training sets: 1) \ 'iS  is the set formed by removing the i' th 

element from S; 2) \ ', 'i jS  formed by removing the i'th and 
j'th elements from S. Denote 

\ ' \ ' '

'

1( ; ) ( , , , ),i i
l i i i

i i
R f S l f v v y

n ≠

= ∑
)

 

\ ', ' \ ', ' '

', '

1( ; ) ( , , , ).i j i j
l i i i

i i j
R f S l f v v y

n ≠

= ∑
)

 

They are called “leave-one-out” error and “leave-two-out” 
error, respectively. Note ,\ ' \ '( ; )i i

lR f Sλ) = \ ' \ '( ; )i i
lR f S
)

+ 

( )N fλ  and ,\ ', ' \ ', '( ; )i j i j
lR f Sλ) = \ ', ' \ ', '( ; )i j i j

lR f S
)

+ 

( )N fλ . 

A. Some Definitions 
Definition 1 (Uniform loss stability for leave one out). Let 
A be a ontology algorithm who’s output on a training sample 
S denoted by fS, and let l be a loss function. Let 

1( )nβ : N R→ . We say that A has 1( )nβ  loss stable with 

respect to l at S if for all n ∈ N , S∈ (V × V × Y)n and 
i’∈{1,…,n} we have for all (v,v’,y) ∈V×V×Y, 

\ ' 1( , , ', ) ( , , ', ) ( ).iS S
l f v v y l f v v y nβ− ≤  

Definition 2 (Uniform score stability for leave one out).  Let 
A be a ontology algorithm whose output on a training sample 
S denoted by fS. Let 1( )nμ : N R→ . We say that A has 

score stability 1( )nμ  at S∈(V×V×Y)n if for all n∈ , and 

i’∈{1,…,n}, we have for all (v,v’,y) ∈V×V×Y, 

\ ' 1( , ') ( , ') ( ).iS S
f v v f v v nμ− ≤  

Definition 3 (Uniform loss stability for leave two out). Let 
A be a ontology algorithm whose output on a training sample 
S denoted by fS, and let l be a loss function. Let 

2 ( )nβ : N R→ . We say that A has 2 ( )nβ  loss stable 

with respect to l at S if for all n∈ N , S∈(V×V×Y)n, and 
i’,j’∈{1,…,n}, ' 'i j≠ , we have for all (v,v’,y) ∈V×V×Y, 

\ ', ' 2( , , ', ) ( , , ', ) ( ).i jS S
l f v v y l f v v y nβ− ≤  

Definition 4 (Uniform score stability for leave two out).  Let 
A be a ontology algorithm whose output on a training sample 
S denoted by fS. Let 2 ( )nμ : N R→ . We say that A has 

score stability 2 ( )nμ  at S∈ (V×V×Y)n if for all n∈ , and 

i’,j’∈{1,…,n}, ' 'i j≠ ,we have for all (v,v’,y) ∈V×V×Y, 

\ ', ' 2( , ') ( , ') ( ).i jS S
f v v f v v nμ− ≤  

Our error analysis provides a learning rate of algorithm 
when the loss function is σ -admissible. 
Definition 5. Let l be a loss function, σ >0, and F be a class 
of real-valued functions on V × V. We say that l is 
σ -admissibility with respect to F if for any f1, f2∈F and 
(v,v’) ∈V×V, we have 

1 2 1 2( , , ', ) ( , , ', ) , ( , ') , ( , ') .l f v v y l f v v y f v v f v vσ− ≤ −
 

B. Main Results and Proof 
Lemma 1. Let l be a ontology loss such that l(f; v, v’, y) is 
convex in f. Let F be a convex class of real-valued functions 
on V×V, and let σ > 0 be such that l is σ -admissible with 

respect to F. Let σ > 0, and let N : F → R+ ∪ {0} be a 
functional defined on F such that for sample set 
S={(v1,

'
1v ,y1), …, (vn,

'
nv ,yn)}∈ (V×  V×Y)n, the regularized 

empirical l-error ( ; )lR f Sλ)  has a minimum (not necessarily 
unique) in F. Let A be a ontology algorithm for ontology 
defined by (1), and let (vi, 

'
iv , yi) ∈ S, i’ ∈ {1,… ,n}, 

j’ ∈ {1,… ,n}, ' 'i j≠ . For brevity denote f ≡ ,Sf λ , fi 

≡ \ ' ,iS
f λ , fi,j ≡ \ ', ' ,i jS

f λ  , 1 fΔ =( fi-f) and 2 fΔ =( fi,j-f). 
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Then for any t∈[0, 1], 
N(f)-N(f+t 1 fΔ )+N(fi)-N(fi -t 1 fΔ ) 

≤ t
n

σ
λ

' '
1 1 ' '

'
( ( , ) ( , ) )i i i i

i i
f v v f v v

≠

Δ + Δ∑ , 

N(f)-N(f+t 2 fΔ )+N(fi,j)-N(fi,j -t 2 fΔ ) 

≤ t
n

σ
λ

' ' '
1 1 ' ' 1 ' '

', '
( ( , ) ( , ) ( , ) )i i i i j j

i i i j
f v v f v v f v v

≠ ≠

Δ + Δ + Δ∑ . 

Proof. Recall that a convex function g verity: 
, , [0,1]x y t∀ ∀ ∈   g(x+t(y-x))-g(x) ≤ t(g(y)-g(x)). 

Since l(f; v, v’, y) is convex in f, then \ ' \ '( ; )i i
lR f S
)

 and 
\ ', ' \ ', '( ; )i j i j
lR f S
)

 are convex in f. By the convexity of 
\ ' \ '( ; )i i
lR f S
)

, we know that for any t∈[0, 1],  
\ ' \ '

1( ; )i i
lR f t f S+ Δ
)

- \ ' \ '( ; )i i
lR f S
)

 

≤ t( \ ' \ '( ; )i i
l iR f S
)

- \ ' \ '( ; )i i
lR f S
)

)                               (2) 
and also (interchanging the roles of f and fi) 

\ ' \ '
1( ; )i i

l iR f t f S+ Δ
)

- \ ' \ '( ; )i i
l iR f S
)

 

≤ t( \ ' \ '( ; )i i
lR f S
)

- \ ' \ '( ; )i i
l iR f S
)

)                      (3) 
Adding Eqs (2) and (3), we get 

\ ' \ '
1( ; )i i

lR f t f S+ Δ
)

- \ ' \ '( ; )i i
lR f S
)

 

+ \ ' \ '
1( ; )i i

l iR f t f S+ Δ
)

- \ ' \ '( ; )i i
l iR f S
)

≤ 0 .                (4) 

Now, since F is convex, then ( 1f t f+ Δ ) ∈ F and 

( 1if t f+ Δ ) ∈F. Since f minimizes ( ; )lR f Sλ)  in F and fi 

minimizes ,\ ' \ '( ; )i i
lR f Sλ)  in F, then 

( ; )lR f Sλ) - 1( ; )lR f t f Sλ + Δ
)

≤ 0,                   (5) 
,\ ' \ '( ; )i i

l iR f Sλ) - ,\ ' \ '
1( ; )i i

l iR f t f Sλ + Δ
)

≤ 0.                (6) 
Adding Eqs.(4),(5),(6) we get 
      λ ( N(f)-N(f+t 1 fΔ )+N(fi)-N(fi -t 1 fΔ )) 

≤ t
n

σ
λ

' '
1 1 ' '

'
( ( , ) ( , ) )i i i i

i i
f v v f v v

≠

Δ + Δ∑ . 

Similarly, by the convexity of \ ', ' \ ', '( ; )i j i j
lR f S
)

, we can get 

N(f)-N(f+t 2 fΔ )+N(fi,j)-N(fi,j -t 2 fΔ ) 

≤ t
n

σ
λ

' ' '
1 1 ' ' 1 ' '

', '
( ( , ) ( , ) ( , ) )i i i i j j

i i i j
f v v f v v f v v

≠ ≠

Δ + Δ + Δ∑ . 

  Thus, we complete the proof.                                               
Let F be a reproducing kernel Hilbert space (RKHS) of 

real-valued functions on V × V, with kernel K: (V × V) ×  
(V×V) → . Then the reproducing property of F gives that 
for all f∈F and (v,v’)∈  V×V, 

( , ')( , ') , ,v v K
f v v f K=                            (7) 

where ( , ')v vK : (V×V) → is defined as 

                '
( , ') 1 1( , )v vK v v =K((v,v’),( '

1 1,v v )), 

and ,
K

⋅ ⋅ denotes the RKHS inner product in F. It is easy to 
know that for all f∈F and (v,v’)∈  V×V, 

( , ')( , ') (( , '), ( , '))v vK KK
f v v f K f K v v v v≤ ≤ (8) 

where 
K

⋅ denotes the RKHS norm in F. We consider 

ontology algorithms that perform regularization in the RKHS 
F using the squared norm in F as a regularizer. Specifically, 
let N: F → + ∪ {0} be the regularizer defined by 

2( ) .
K

N f f=  
Our result in this section shows that if the kernel K is a such 

(( , '), ( , '))K v v v v  which bounded for all (v,v’)∈  V × V, 
then a ontology algorithm that minimizes an appropriate 
regularized error over F, with regularizer N as defined above, 
has good uniform score stability. 
Theorem 1. Let F be an RKHS with kernel K such that for all 
(v,v’) ∈  V × V, 2(( , '), ( , '))K v v v v κ≤ . Let l be a loss 

function such that ( ; , ', )l f v v y  is convex in f and l is σ  
-admissible with respect to F. Let σ >0, and let A be a 
ontology algorithm that, given a training sample S, outputs a 
similarity function fS ∈ F that satisfies (4). Then A has 
uniform score stability 1( )nμ  and 2 ( )nμ , where for all 
n∈N, 

1( )nμ =
22( 1)n

n
σκ

λ
−

, 2 ( )nμ =
22( 2)n

n
σκ

λ
−

. 

Proof. Let n∈N, S={(v1,
'
1v ,y1),…, (vn,

'
nv ,yn)}∈(V×V×Y)n; 

i’,j’ ∈ {1,… ,n}, ' 'i j≠ . For the “leave-oneout” part of 

Theorem 2, applying Lemma 1 with t=1/2, by
2( )
K

N f f= , 

we get (using the notation of Lemma 1) that 

       
2 2

2 2
1 1

1 1
2 2i iK K

K K

f f f f f f− + Δ + − − Δ  

     ≤
2 n
σ
λ

' '
1 1 ' '

'
( ( , ) ( , ) )i i i i

i i
f v v f v v

≠

Δ + Δ∑ .                (9) 

By F is a vector space, 1 fΔ ∈ F, 1
1
2

f f+ Δ  ∈ F, and 

1
1
2if f− Δ  ∈F . So, 1

1
2 K

f f+ Δ and 1
1
2i

K

f f− Δ  

are well defined. It is easy to see that 
2 2

2 2 2
1 1 1

1 1 1
2 2 2i iK K K

K K

f f f f f f f− + Δ + − − Δ = Δ

Combined with Eq.(9), this gives 
2

1
1
2 K

fΔ ≤
2 n
σ
λ

' '
1 1 ' '

'
( ( , ) ( , ) )i i i i

i i
f v v f v v

≠

Δ + Δ∑ . 

Since 1 fΔ ∈F, we get 

2
1

1
2 K

fΔ ≤
2 n
σ
λ 1 K

fΔ ×  

' ' ' '
' ' ' '

'
( (( , ),( , )) (( , ),( , )))i i i i i i i i

i i
K v v v v K v v v v

≠

+∑ . 

Which gives 
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1 K
fΔ ≤ 2( 1)n

n
σκ

λ
−

. 

Thus, for all (v,v’)∈  V×V, 

\ '

22( 1)( , ') ( , ') .iS S

nf v v f v v
n

σκ
λ
−− ≤  

The proof of “leave-two-out” part is similar to that of 
“leave-one-out” part.                                                             

The following simple lemma show the relationship 
between uniform loss stability and uniform score stability: 
Lemma 2. Let F be a class of real-valued functions on V×V , 
and let A be a ontology algorithm for ontology that given a 
sample set S, outputs a similarity function fS∈F. If A has 
uniform score stability 1( )nμ , 2 ( )nμ  and l is a loss function 

that isσ -admissible with respect to F, then A has uniform 
loss stability 1( )nβ  and 2 ( )nβ  with respect to l, where for 
all n∈N, 
                1( )nβ = σ 1( )nμ , 2 ( )nβ = σ 2 ( )nμ . 

Using Theorem 1 and Lemma 2, we can immediate get the 
following corollary: 
Corollary 1. Under the conditions of Theorem 1 and Lemma 
3, A has uniform loss stability 1( )nβ  and 2 ( )nβ  with 
respect to l, where for all n∈N, 

1( )nβ =
2 22( 1)n

n
σ κ

λ
−

, 2 ( )nβ =
2 22( 2)n

n
σ κ

λ
−

.

 

 
Fig. 1. “GO” ontology 

 
 

 
Fig.2.  Physics education Ontology O1 
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Fig.3. Physics education Ontology O2 

 

 

IV. EXPERIMENTS 
To connect ontology to this ontology algorithm, we should 

use a vector to express the vertex of information. This vector 
contains the information of name, instance, attribute and 
structure of vertex, where the instance of vertex is the set of 
its reachable vertex in the directed ontology graph. 

We use absolute loss l(f, vi,
'
iv ,yi)=

'( , )i i if v v y−  as loss 

function and 
2( )
K

N f f=  as regularizer. Regularization 

parameter λ  is determined by expert.  
The first experiment concerns ontology similarity 

measurement is described as follows. In this experiment, we 
use computer ontology O1 which was constructed in [37], Fig. 
1 show O1. We use P@ N ( Precision Ratiosee [9]) to 
measure the equality of the experiment. First, the expert gives 
the first N concepts for every vertex on the ontology graph, 
and then we obtain the first N concepts for every vertex on 
ontology graph by the algorithm and compute the precision 
ratio. 

  The experiment shows that, P@1 Precision Ratio is 55. 
73%, P@3 Precision Ratio is 68. 36%, P@5 Precision Ratio 
is 79. 78%. Thus the proposed algorithm has high efficiency 
for ontology measure. 

For the second experiment, we use another Physics 
Education Ontologies O2 and O3 which constructed in [11], 
as Fig. 2 shows O2 and Fig. 3 shows O3. The goal of this 
experiment is given ontology mapping between O2 and O3. 
We also use P@ N Precision Ratio to measure the equality of 
experiment. 

The experiment shows that, P@1 Precision Ratio is 53. 
42%, P@3 Precision Ratio is 65. 79%, P@5 Precision Ratio 
is 78. 36%. Thus the proposed algorithm has high efficiency 
for ontology mapping. 

 

V. CONCLUSION 
In this paper, we give a new algorithm for measuring the 

ontology similarity and ontology mapping via learning 

optimization similarity function. The stability analysis 
concerns on “leave one out” and “leave two out” are given. 
Also, the new algorithms have high quality according to the 
experiments above. 
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