
  

  
Abstract—Ethanol is the major consumable biofuel which is 

highly inflammable. So the detection of ethanol at its different 
concentration is certainly required. In this paper a cost effective 
thick-film gas sensor based on ethanol detection has been 
described. The sensor exhibits excellent ethanol sensing 
characteristics at the temperatures between 175 °C to 300 °C 
and the characteristics of the sensor for different concentration 
of the ethanol gas has been successfully studied by performing a 
nonlinear form of principal component analysis (PCA) to 
cluster the different concentration of ethanol. The present 
method is to classify the 230 samples of each concentration 
levels of gas using kernel principal component analysis (KPCA). 
Ethanol gas is a volatile organic compound (VOC) which is little 
difficult to distinguish the different concentration level in their 
nominal method.In this regard, classifiers having the machine 
learning ability can be of great benefit by automatically 
including the newly presented patterns in the training dataset 
without affecting class integrity of the previously trained system. 
In the presented paper, the kernel principal component analysis 
(KPCA) is used in the clustering algorithm for ethanol 
concentration discrimination with the help of thick film gas 
sensor.  
 

Index Terms—Cluster computing, kernel, principal 
component analysis, feature space, nonlinear mapping, pattern 
recognition. 
 

I. INTRODUCTION 
The thick film ZnO gas sensor has been successfully 

employed for detection and measure of different 
concentration of various gases viz., CO, CO2, and ethanol etc 
[1]. This paper, clustering of different concentration level of 
ethanol gas has been considered, and in this context, the 
applicability of kernel principal component analysis for data 
clustering has been demonstrated.The proposed system has 
been used to detect and display different gas concentration in 
the LabView front panel. The sensor is a thick film based zinc 
oxide gas sensor. The sensor is designed to have an inner 
heating coil which is heated up to a temperature range of 
75°C to 300°C.ZnO is one of the semiconductor materials 
that are sensitive to many gases of interest like hydrocarbons, 
hydrogen and other volatile organic compounds etc.  

They exhibit high sensitivity, satisfactory stability and 
rapid response to even small concentrations of gases (p.p.m. 
level). In this paper we will concern ourselves with the 
sensitivity of ZnO thick film resistor for sensing ethanol gas 
at 100 p.p.m. of gas concentration at various temperatures 
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from 75°C to 300°C in order to find the temperature for 
maximum sensitivity [2]. Also the sensitivity for different 
concentrations of ethanol (from 5 p.p.m. to 95 p.p.m.) was 
tested. The proposed system contains an array of sensing 
units for the detection and transmission of real-time data to 
the user side. 

 

II. SYSTEM CONFIGURATION 
In the system we have used the following units to detect 

the Zinc-Oxide characteristics. 

a. Zinc Oxide based thick-film sensor with its 
arrangement 

b. Internal Heating Coil 
c. Data Acquisition hardware and software 
d. Digital temperature recorder 
e. Power supply Unit 
f. Power source for heating coil 

Zinc-Oxide Sensor Preparation 
By making use of change in resistivity on exposure to the 

relevant gas, ZnO has been traditionally employed as a gas 
sensor. ZnO thick films are used on an alumina substrate for 
sensing ethanol. The substrate was an alumina tube about 
2cm long. Electrodes were wound over it using nichrome 
wires. Thick film preparation method was very simple and 
inexpensive. First, the commercial ZnO powder was reduced 
to a very fine powder by constant grinding for about an hour. 
A paste of it was then prepared by simply adding few drops 
of distilled water. Finally the thick film was made by 
applying the paste of the grinded commercial ZnO powder 
over an alumina tube (substrate) containing the electrodes 
using a fine paint brush. Applying a smooth coating such that 
no air gaps or cracks were present between the coating and 
the electrodes. The sample was then dried in the air for 24 
hours and finally annealed at 300°C for 2 hours [1]. The 
coating that we got was very smooth and had good adherence 
with the alumina tube after annealing. Finally a coiled 
nichrome wire was inserted through the tube to act as a heater. 
The complete structure of the thick film over the alumina 
substrate is required for the data collection. 

 

III. EXPERIMENTAL PROCEDURE 
Gas sensing characteristics of ZnO thick-film sensor were 

measured with a home built apparatus consisting of a testing 
glass chamber, sensor holder, RTD, heating coil arrangement 
as a heater, temperature controller, National Instruments data 
acquisition software, digital temperature detector, required 
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circuitry and a Host controller. In the temperature range of 
75°C to 300°C, the ZnO sensor was successfully tested for 
ethanol vapor. Upto 100 p.p.m. of ethanol was injected by 
micropipette into the testing chamber. The working 
temperature of the sensor was adjusted by changing the 
voltage across the heater side [1]. The working circuit shown 
in the Fig. 1 is used to monitor the output voltage across the 
load resistor, corresponding voltage across the sensor and the 
resistance of the gas sensor in dry air as well as in test gas to 
measure the concentration level. The Zinc-Oxide gas sensor 
is placed inside a glass envelop with its inlet valve for the gas 
tesing and concentraion  measurement.Fig. 2. Shows the 
characteristics of ZnO sensor at different concentration in 
Matlab plot. 
 

 
Fig. 1. Zinc Oxide Gas Sensor with heating coil arrangement [1] 

 
 

 
Fig. 2. Gas sensitivity of the sensor at different concentration of Ethanol  

 
 

From Table I Vair and Vgas are the voltage obtained across 
the load resistor RL. The gas sensitivity, S, was determined as 
[(Rair – Rgas)/Rair]*100 .Where Rair is the resistance of the gas 
sensor in the dry air while Rgas is that of the sensor in the test 
gas. The sensor resistance can be found out from the simple 
formula: RS (sensor in air or gas) = RL*(VS- VL)/ VL, where 
VS is the source voltage (here 10 volts) and VL is the load 
voltage which we are measuring directly as Vair and Vgas.As 
soon as ethanol gas was introduced into the sensing chamber, 

the electrical resistance (Rgas) of the thick film sensor started 
to decrease as compared to what was in dry air (Rair). It is 
clear that the resistance of the sensor was in the 160 KΩ to 17 
MΩ range in the dry air and was in the 60 KΩ to 15 MΩ 
range for ethanol at 75-300°C.The sensor responses can also 
be affected by the slight change of temperature. In Table I, 
we have shown the sensitivity measured at different 
temperatures. It should be noticed that at 250°C the sensor 
shows highest sensitivity which is around 75%.Above this 
temperature the sensitivity starts decreasing. 
 
TABLE I: SENSITIVITY OF THE GAS SENSOR AT DIFFERENT TEMPERATURE 

RANGES [1] 
Temp 
(0C) 

Vair 

(Volt) 

Rair  (Ohm) Vgas 

(Volt) 

Rgas (Ohm) Sensitivity
(S in %) 

75 0.187 16.79E03 0.23 13.59E03 19.05 
100 1.062 2.693E03 1.35 2.050E03 23.86 
125 1,917 1.349E03 2.39 1.024E03 24.06 
150 2.540 939 3.95 490.12 47.80 
175 2.50 960 4.2 441.90 53.90 
200 3.19 683.13 5.40 275.59 59.66 
225 3.75 533.33 6.15 200.32 62.43 
250 4.03 474.04 7.09 131.33 72.29 
275 5.54 257.61 7.97 81.50 68.36 
300 6.63 162.6 8.43 59.596 63.16 

 

 Data Collection 
 The response for different concentrations of ethanol was 

tested with the help of ZnO sensor. The thick film was tested 
for various concentrations of ethanol gas varying from 5 
p.p.m. to 95 p.p.m. It was found that with the increase in 
concentration of ethanol the resistance continuously 
decreased. Thus the corresponding sensitivity also increased. 
The response time for the sensor was also calculated. The rise 
time defined as the time required for the conductance to reach 
90% of the equilibrium value after the gas is injected [3]. The 
fall time is the time needed by the sensor to acquire 10% of 
the above the original value in air after the gas is removed. In 
Fig.2 we display the variation in voltage of the sensor at the 
different concentration ranging from 5 to 95 ppm at 250°C at 
different time intervals. 

 

IV. SOFTWARE IMPLEMENTATION 
The method of working is based on simple measurement 

procedures. The sensor is connected to a resistive voltage 
divider circuit as the output of the sensor is a resistance 
change with respect to the input gas concentration. Data 
acquisition hardware and software are used for signal 
processing of the sensor data. The gas concentration was 
calculated using National Instruments Data acquisition 
software (LabView-2009) which is shown in Fig.3. [4], [5]. 

The transfer characteristics of the sensor were studied at 
various ppm labels and are shown in Fig. 4. The method of 
working is based on simple measurement procedures. The 
signal from the sensor is connected to a resistive voltage 
divider circuit as the output of the sensor is a resistance 
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change with respect to the input gas concentration. The 
output of the voltage divider circuit is then fed to NI DAQ 
card for the processing using Lab View software. From the 
sensitivity curve the temperature for maximum sensitivity is 
found out. 

 

 
Fig. 3. Experimental setup with heating coil at 250°C [1] 

 

 
Fig. 4. Transfer function of the gas sensor 

 

V. DATA ANALYSIS 

A. Preprocessing Techniques  
Data collection is the initial step for data investigation. The 

ZnO gas sensor generates electrical signals when subjected to 
the odour molecules and the signals are converted to numeric 
data using analog-to-digital converters. These data are then 
used for computation and finally for classification. This 
procedure often causes the difficulty in the classification 
problem as the original signal may be distorted due to the 
characteristics and limitations of the sensor [6]. In the context 
of ethanol gas sensor, the signals, usually considered, are the 
maximum of the sensor response, and these are the raw or 
non-normalized data. Prior to classification using a suitable 
pattern recognition algorithm, these raw data are normalized. 
An appropriate normalization technique may improve the 
pattern classification system in an gas sensor system, but 

there are no general guidelines to determine the appropriate 
normalization techniques [7].  

B. Principal Component Analysis 
The directions in which the data with the most variation, 

can be found out in principal component analysis. By using 
PCA data may be expressed and presented in such a way as to 
highlight their similarities and differences. Since patterns in 
data can be difficult to observe in data of high dimension. In 
the vector space, PCA identifies the major directions, and the 
corresponding strengths, of variation in the data [7]. PCA 
achieves this by computing the eigenvectors and eigenvalues 
of the covariance matrix of the dataset. Keeping only a few 
eigenvectors corresponding to the largest eigenvalues, PCA 
can be also used as a tool to reduce the dimensions of the 
dataset while retaining the major variation of the data. 
Dimension of a huge data set can be trimmed down by using 
principal component analysis which is considered as one of 
the most prevalent and useful statistical method [7]–[9]. This 
method transforms the original data in to new dimensions. 
The new variables are formed by taking linear combinations 
of the original variables of the form: 

'
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'
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In matrix style, we can write, .P B K= , where 

11 12 13, , ,... nnb b b b  are known as the loading parameters. The 
new axes are attuned such that they are orthogonal to one 
another with utmost expand of information. 

'

'
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1K is the first principal component holding the prime 
variance. As the direct computation of matrix B is not 
achievable. So, in feature transformation, the first step is to 
ascertain the covariance matrix U which can be expressed as 

1

1 ( ) .( )
1

m

m q i i
i

U K K K K
m×

=

⎡ ⎤′= − −⎢ ⎥− ⎣ ⎦
∑                    (3) 

where  
1

1( )
m

i
i

K X
m =

= ∑                                               (4) 

The next step is to determine the eigen values for the 
covariance matrix ‘U‘[10], [11]. Eventually, a linear 
transformation is defined by n eigen vectors match up to q 
eigen values from a m-dimensional space to q-dimensional 
space (q<m). Principal axes are also referred to as eigen 
vectors 1 2 3, , ,..., mE E E E correspond to eigen values 

1 2 3 ... qλ λ λ λ+ + + +  .Generally; the first few principal 

components hold most of the information. Analysis of 
variances proportion represents the total number of principal 
components that should be retained from the dataset. 
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C. Kernel Principal Component Analysis 
Kernel principal component analysis (KPCA) is an 

excellent statistical learning technique that is used to cluster 
the different groups of data samples. Due to its flexibility and 
good performance it is widely applied to various learning 
scenarios. Based on principal component analysis (PCA), 
this method provides a technique for nonlinear feature 
extraction in the sample data. The nonlinearity is introduced 
by first mapping the data from the original input space into a 
higher dimensional feature space F  using a nonlinear map 

FR N →Φ : ,where R  is the set of real numbers and N  
is the dimension of the original input space and linear PCA is 
then performed in F  using the mapped samples ( )kΧΦ ,  

Χk  being the sample data[12]. In general, linear operations 

of PCA are done in a reproducing kernel Hilbert space with a 
non-linear mapping. The basic idea of PCA and KPCA is 
shown in Fig. 5 and Fig. 6 respectively. In kernel PCA, an 
arbitrary function Φ  is chosen, which is non-trivial [13], 
[14]. Generally the dimension of arbitrary function Φ  is very 
high. Since we usually try to avoid working in the Φ -space, 
which is known as 'feature space’. By using the function Φ   
we can create the N-by-N kernel =Κ k(x,y) =( Φ (x), Φ (y)) 
matrix which represents the inner product of feature space. 
According to the idea of KPCA algorithm, any sample can be 
converted to high dimension by using the equation  

           1

,
1

( )
k

k

j

M kY i i
i

K X Xα
=

=
=

⎛ ⎞∑⎜ ⎟
⎝ ⎠                                                 

where M is the number of samples, k
iα  is the ith value of kth 

eigenvector of kernel matrix K, Yk is the kth (q…….M) value 
of sample after transforming, I is the ith original sample, X is 
the original sample which is to be transformed, q is the 
sequence number of the first non zero eigen values in an 
ascending order. The dot product of the sample in the feature 
space is defined as K(Xi,Xj)= Φ (Xi)T Φ (Xj), where 
Xi,Xj(i,j=1,2….M) are random samples of data sets. We use 
polynomial kernel function, which is defined as K (Xi ,Xj) = 
( Φ (Xi)· Φ (Xj)+1)d. After getting the value of K, 
centralization of data is required to perform an effective 
principal component analysis, we 'centralize' K to become K΄. 
K΄=K-1NK-K1N+1NK1N.where 1N denotes a N×N matrix 
having each value 1. We use K΄ to perform Kernel 
PCA[15]-[17]. 

 

K(X,Z) K
A f(X)=¶ßi(Xi,X)

Kernel Function

Kernel data matrix

Pattern recognition
     Algorithm

Pattern Function

 
Fig. 5. A  sketch of the modularity inherent in kernel based algorithm; the 

data is transformed into a kernel matrix, by using a kernel function, then the 
pattern analysis algorithm uses this information to find the suitable relations, 

which are all written in the form of kernel functions. 

 
Fig.6. The basic idea of PCA and kernel PCA 

 

VI. RESULT AND DISCUSSION 
Experimentations with thick film ZnO gas sensor have 

been performed on 230 numbers of ethanol data samples and 
sensor output signatures are logged in the computer. Total 
data size becomes 230× 10.i.e.230 samples and each sample 
having 10 dimensions, as we have 10 different concentrations 
in our gas sensor system. PCA & KPCA techniques have 
been applied on the 230 data samples .The PCA and KPCA 
plots are shown   in Fig. 7 and 8, respectively. 
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Fig.7. PCA plot for different concentration of ethanol 
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Fig.8. KPCA plot for different concentration of ethanol 
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It has been observed that some classes are very close to 
each other in PCA plot for different concentration of ethanol, 
but in KPCA more distinct plots have been achieved. 
Confirmations on results have been made in quantitative 
manner by calculating the separation index. In case of KPCA 
it gives very higher value (separation index value 83.0039) 
than the linear PCA (separation index value 51.7377). 
 

VII. CONCLUSION 
In this paper we have presented a novel approach to 

identify the presence of different concentration of ethanol gas 
which is useful in the detection and warning of DUI (Driving 
under the influence) using kernel method of pattern analysis 
technique i.e. kernel PCA. Main objective of our study was to 
get more improved clustering plots of thick film zinc oxide 
gas sensor obtained data with different concentration label. 
Compared to linear PCA, KPCA extracts more useful 
features for better clustering. From the mentioned technique, 
ethanol quality and concentration discrimination is achieved 
quite successfully.  
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