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Abstract—Time series prediction is one of the major tasks in 

the field of data mining. The approaches of time series 

prediction can be divided into statistical techniques and 

computational intelligence techniques. Most researchers use one 

specific approach and compare the performance with other 

approaches. This paper proposes a novel hybrid approach, 

which integrates traditional moving average models with 

support vector regression for the prediction of ATM 

withdrawals in England. The use of moving average modeling is 

not only for the purpose of smoothing but also for time series 

prediction. We treat a weekly median moving average as the 

benchmark. Based on experimental results, our proposed 

approach consistently outperforms the benchmark. 

 
Index Terms—Support vector regression, cash withdrawal 

analysis, time series prediction, data mining. 

 

I. INTRODUCTION 

This paper proposes a novel approach, which integrates 

traditional moving average models with support vector 

regression [1] for the prediction of ATM withdrawals in 

England. Time series prediction is one of the major tasks in 

the field of data mining [2]-[4]. Mining useful knowledge 

from large amounts of data has attracted a great deal of 

interest. A large portion of data in the real world is presented 

as time series, in which data items are time dependent and 

obtained over repeated time intervals [5]. Time series 

prediction is beneficial for many applications, such as 

predictions for financial returns, stock market prices, retail 

transactions, river floods, electrical consumption, and so on. 

There are several time series prediction competitions, which 

not only group researchers from different fields together, but 

also provide valid and reliable evaluation platforms for the 

empirical performance of different approaches [6], [7]. 

Generally speaking, the approaches to time series 

prediction include statistical techniques and computational 

intelligence techniques. Most researchers use one specific 

approach and compare the performance with other 

approaches. This paper combines the computational 

intelligence technique, i.e. the support vector regression 

(SVR) [8], with statistical moving average models, for eleven 

time series from the NN5 time series prediction competition 
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dataset

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For the prediction of these time series, we use two different 

time-based moving average approaches, i.e. weekly moving 

average and daily moving average, in order to reduce the 

amount of variation in the data. We use the median of 

different weekly and daily moving averages instead of the 

traditional moving average. As it is not easy to predict the 

target variable, Y, directly, we treat the difference between the 

actual value and the median of moving average as the 

prediction target for SVR. 

The remainder of this paper is organized as follows. The 

related work, focusing on computational intelligence 

approaches, is described in Section II. Section III introduces 

our methodologies, which include support vector regression 

and our proposed prediction approach. The experimental 

design, including the dataset and the evaluation, is presented 

in Section IV. The experimental results are given in Section V 

and finally, the conclusion is provided in Section VI. 

 

II. RELATED WORK 

A vast amount of research has been devoted to time series 

prediction. The approaches to time series prediction can be 

broadly divided into two groups. The first group uses 

statistical techniques and the second group uses 

computational intelligence techniques. The major methods in 

the statistical group contain moving average (MA), linear 

regression, multiple regression, logistic regression, cluster 

analysis, multiple group discriminant analysis, autoregressive 

moving average (ARMA), autoregressive integrated moving 

average (ARIMA), and so on [9].  

Even though such approaches have performed well for 

several time series tasks, the fast development of computer 

hardware and software techniques provides an efficient 

simulation environment recently. Thus, researchers in the 

computational intelligence field use many techniques 

including the multilayer perceptron neural network (MLP) 

[10], recurrent neural network (RNN) [11], self-organizing 

map (SOM) [12], support vector machine (SVM) [13], 

genetic algorithm (GA) [14], fuzzy logic [15], etc. for time 

series prediction. 

For example, Hill et al. [16] compared six statistical 

methods with the artificial neural network (ANN) technique 

on 111 time series. Based on the experimental results, the 

ANN outperforms the statistical methods. Xie and Hu [17] 

predicted Shanghai housing prince index using ARIMA, 

ANN and SVM, and found that ANN and SVM are superior 

to ARIMA. Many ANN models have been proven useful for 
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time series, e.g. [18], [19]. However, some researchers have 

reached the opposite conclusion. After extensive analysis of 

the forecasting accuracy of ANN and statistical forecasters, 

Foster et al. [20] found that linear regression and the simple 

average of the exponential smoothing method are superior to 

their ANN counterpart. Some work was based on a hybrid 

approach, which combines the ANN and statistical methods, 

such as ARIMA [21], or several techniques in computational 

intelligence [22], [23] in order to achieve better performance.  

In this paper, we focus on using computational intelligence 

techniques and integrate moving average methods with 

support vector regression for eleven time series in the NN5 

time series prediction task. 

 

III. METHODOLOGIES 

A. Support Vector Regression 

The support vector machine (SVM), based on the 

computational approach termed the principle of structural risk 

minimization, proposed by Vapnik [1], was originally mainly 

used for binary classification tasks. This principle is related to 

the statistical learning theory in order to develop a novel type 

of neural network. The main idea of SVM is to find the hyper 

plane with the biggest margin to divide data into two groups. 

This hyper plane is called the optimal separating hyper plane. 

For linearly indivisible data, SVM should map them onto a 

higher dimensional feature space by the transformation of its 

kernel function. In other words, the optimal separating hyper 

plane can be found by the transformation from linearly 

indivisible data in a lower dimensional feature space to 

linearly divisible data in a higher dimensional feature space. 

Based on the same concept of SVM, Vapnik et al. [8] 

proposed another version of SVM for regression, which is 

called support vector regression (SVR). SVR has been proven 

valuable for modeling and predicting time series in several 

practical applications [24]. However, the quadratic 

programming solver is the only known training algorithm for 

SVM for a long time. This solver causes SVM to suffer from 

consuming long processing time while dealing with a large 

dataset. Several training algorithms have recently been 

proposed for SVM. In this paper, we use a sequential minimal 

optimization (SMO) algorithm [25]. More theoretical analysis 

can be found in the technical report of Smola and Schölkopf 

[26]. 

B. The Prediction Approach 

It is necessary to model time series by analyzing the 

mechanism that produces the time series before prediction. 

The data used in the NN5 time series prediction task contains 

about two years of daily cash withdrawals at various 

automatic teller machines (ATMs) which are located 

throughout England. As such withdrawals from ATMs are 

mainly related to different day of the week, and the weekly 

fluctuation rate, it is necessary to deal with trends and 

seasonal variations. The withdrawals are also influenced by 

special events or structural system breaks, which may cause 

the time series to include outliners, zeros and missing values. 

That is, these time series also contain trends, cyclic variations, 

seasonal variations and random movements. The time series 

prediction target variable, Y, can be illustrated as 

ISCTY   or their sum, where T, C, S and I indicates 

trend, cyclic seasonal and random movements, respectively. 

Even though there are several approaches which are able to 

model and predict time series usefully, some of them may not 

be easy to build. For example, Rojas et al. [21] argued that 

obtaining the structure of the ARMA model is a problem itself, 

and it seems difficult to develop an automatic system without 

the direct intervention of a human expert in the Box-Jenkins 

methodology. Conversely, a simple approach such as moving 

average tends to reduce the amount of variation present in 

time series and may have a better performance than other very 

complex algorithms [27].  

Moving average (MA) is an approach for predicting the 

target variable, Yt, by its k following sequence of arithmetic 

mean, MAk as in (1). Thus moving average can be treated as a 

smoothing approach for time series as it is able to eliminate 

unwanted fluctuations of time series. However, this 

smoothing feature also makes moving average react to an 

event with some time lag. For example, in Fig. 1, the solid line 

illustrates the actual value and the dotted line is moving 

average of three previous actual observations. The difference 

between actual value and its moving average at the event A is 

made due to this smoothing feature of MA. Therefore, the 

prediction target made by moving average is a lagging 

indicator, which responds to the information behind the 

target. 

Yt

       1       2        3       4        5        6       7       8            Time t

event“A”

Moving average

Actual value

Difference between actual value and its MA

 
Fig. 1. The difference between actual value and moving average at the 

event “A”. 
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The NN5 dataset generated from ATM cash withdrawals, 

which are mainly related to different day of the week. In other 

words, the relationship of the same day of the week in 

different weeks is significant. Thus we consider moving 

average on a weekly base. Moreover, the median of several 

weekly moving average values is more stable than a single 

moving average for the prediction of the difference between 

the actual value and the MA median. According to our 

experiments, the median of two week MA, three week MA 

and four week MA is quite useful.  
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Fig. 2. The conceptual diagram of our proposed approach. Dt indicates the 

difference between median of MAs and the actual value at time t. 

 

The equations of these MAs are shown as (2)-(4), 

respectively. In this paper we use the support vector 

regression (SVR), based on the sequential minimal 

optimization (SMO) algorithm [25] with a polynomial kernel 

function and an epsilon of 0.001, to model and predict time 

series by evaluating the difference between actual value and 

its median weekly moving average. This difference is named 

as Dt. We can then get the prediction target, Yt, as in (5) and 

the conceptual diagram is shown in Fig. 2.  
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The target output variable used by SVR is the difference 

between actual value and its median weekly moving average, 

i.e. Dt. By analyzing the features of the NN5 dataset, cash 

withdrawals are influenced by three groups of factors. The 

first group contains previous actual withdrawals, median of 

weekly MA and median of daily MA. Input factors in the 

second group are fluctuation rates. The purpose of factors in 

the third group is to track deviation of historic observations. 

We name this approach as SVR-median.  

On the other hand, the traditional MA approach is not only 

for the purpose of smoothing but also for time series 

prediction. We directly use weekly median MA to predict 

time series without using any computational intelligence 

algorithm. This approach is our benchmark model and is 

named as MA-median. 

 

IV. EXPERIMENTAL DESIGN 

A. Dataset 

The 2008 NN5 time series competition for artificial neural 

networks and computational intelligence extends the earlier 

2007 NN3 time series competition. Both competitions 

provide two datasets: a complete 111 time series dataset and 

its reduced subset, which contains 11 time series. In this paper, 

we evaluate our approach based on the reduced subset as 

these two datasets contain similar complexity. The NN5 

reduced dataset includes about two years of daily cash 

withdrawals at various automatic teller machines (ATMs) 

located in different parts of England. Each time series is 

formed by cash withdrawals from an ATM. More specifically, 

the daily cash withdrawals of each time series start from 18 

March 1996 to 22 March 1998, and contain about 735 known 

observations as the dataset. However, since the cash 

withdrawals are influenced by special events and some 

structural system breaks, each individual time series contains 

the different numbers of missing values, zeros and outliners. 

We use the last 97 observations from the dataset as the test set 

and the rest as the training set so as to evaluate the 

performance of our proposed approach. The missing values 

are replaced by their associated median weekly MA. When 

their associated median cannot be found, then their associated 

moving average of the previous two days is used instead.  

B. Evaluation 

As the time series prediction target variable, Y, is numeric, 

it is more difficult to evaluate its performance than other 

nominal prediction or classification target variables used in a 

classification task. That is, the performance of time series 

prediction cannot be evaluated solely on the criterion of 

accuracy. We should evaluate the similarity between actual 

value and its prediction target value. On the other hand, as 

different individual time series may contain a different 

number of observations, it is necessary to consider the 

different scale between individual time series. We follow the 

evaluation criterion defined in the NN5 time series 

competition, which uses the symmetric mean absolute percent 

error (SMAPE) [28] as in (6). 
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V. EXPERIMENTAL RESULTS 

The NN5 reduced dataset consists of eleven time series. 

Each series consists of 735 known observations. The last 97 

observations from the original training set are used as our test 

set. We use the weekly moving average approach, i.e. 

MA-median as the benchmark for our proposed approach, i.e. 

SVR-median. Table I shows the performance of these two 

approaches evaluated by SMAPE. Our proposed approach 

performs consistently better than the benchmark on both 

training set and test set for all time series.  

A t-test is used to test whether or not a difference between 

the proposed SVR-median and the MA-median prediction 

models achieves statistical significance. According to the 

t-test result, this proposed SVR-median prediction model is 

significantly better than the MA-median one due to 0.000 of 

the p-value for both training and test sets. 
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TABLE I: COMPARISON BETWEEN MA-MEDIAN AND SVR-MEDIAN FOR 11 

TIME SERIES 

Time 

Series 

Training Set  Test Set 

MA-median  SVR-median MA-median SVR-median 

(101) 22.9% 16.4% 28.5% 22.0% 

(102) 23.2% 18.0% 33.4% 25.1% 

(103) 23.7% 17.7% 26.4% 22.1% 

(104) 26.3% 21.9% 25.2% 20.5% 

(105) 23.2% 18.8% 31.2% 26.1% 

(106) 24.4% 19.4% 27.2% 24.1% 

(107) 22.0% 16.7% 34.3% 27.8% 

(108) 21.8% 16.5% 31.7% 26.8% 

(109) 16.6% 13.5% 26.1% 20.7% 

(110) 27.6% 19.1% 30.0% 24.2% 

(111) 24.0% 18.8% 26.4% 21.7% 

Mean 

SMAPE 
23.3% 17.9% 29.1% 23.7% 

 

VI. CONCLUSION 

This paper has proposed a novel hybrid approach, by the 

integration of statistical moving average models and support 

vector regression in the computational intelligence field. 

These time series are generated from daily cash withdrawals 

of different automatic teller machines, which are influenced 

by different day of the week, special events and occasional 

system structural breaks. This paper uses the sequential 

minimal optimization algorithm for SVR to predict the 

difference between the actual withdrawal and its median of 

various weekly moving averages. We consider a weekly 

median moving average as the benchmark for this research. 

Experimental results show that our proposed approach 

performs better than the benchmark for all time series 

evaluated by the criterion of the symmetric mean absolute 

percent error.  
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