
  

  
Abstract—This paper is a proposal based on an on-going 

work in which we attempt to take advantage of information 
retrieval (IR) and case-based reasoning (CBR) techniques 
combined with the aim to improve the document relevancy of a 
search result. The proposed architecture contains two main 
phases: first is the IR phase whereby relevance feedback (RF) is 
implemented on search results produced based on adjacency 
keyword algorithm. Second is the CBR phase which further 
improves the results based on the output from phase one. This 
paper presents an explanation on the proposed RF-CBR model. 
It is believed that the integration of these two popular 
techniques would result in an improved document relevancy. 
 

Index Terms—Adjacency keywords, case-based reasoning, 
KNN algorithm, relevance feedback. 
 

I. INTRODUCTION 
With ever growing information over the Web, finding high 

quality relevant information within the large collection of 
texts is a challenging issue. Traditional searching for 
information relies on exact match or “one-fits-all” principle 
search mechanism based on the use of Boolean queries and 
keywords. Such an approach often results in the same 
documents being returned to the users whenever the same 
keywords (regardless of the order) are used in the queries. 
Additionally this also means an overwhelming number of 
results are returned to the users to select [1]. This prompted 
researchers to explore best match mechanism, which relies on 
unstructured queries and ranks the search documents based 
on their relevancy [2].  

The case-based reasoning (CBR) is based on the best 
match mechanism. It works on the basis of suggesting or 
solving new problems by adapting previous solutions to the 
new problems. The CBR paradigm covers a range of different 
methods for organizing, retrieving, utilizing and indexing the 
knowledge retained in past cases and it favors learning from 
experience, since it is usually easier to learn by retaining a 
concrete problem solving experience [3]. CBR has been 
widely and successfully used in medical domains [4], 
however recent studies have attempted to utilize this 
technique in the field of information retrieval (IR) as well [5]. 

By considering the importance of document relevance 
score in the ranked retrieval results and the advantages of 
CBR technique, this paper aims to propose an architecture 
that combines IR and CBR to improve document relevancy. 
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The two main objectives are to improve IR mechanism by: 
first, maximizing the relevancy of the information retrieval 
system outputs to those intended by the user(s), and second, 
enhancing the similarities of the information retrieval outputs 
of the system’s ranking to the human ranking using CBR. 

The rest of the paper is organized as follows: the following 
section provides a brief description on IR, IR models, 
followed by previous works on relevance feedback (RF) and 
CBR. Then, the proposed architecture is presented and 
discussed. Future work and conclusion concludes the paper. 
 

II. INFORMATION RETRIEVAL 
Information retrieval (IR) is the study of techniques of 

providing solution for retrieving text documents from storage 
relevant to the user needs. According to Manning et al. [6], 
IR is defined as “ways to find materials (usually documents) 
that contain large number of texts (of an unstructured nature) 
that meet the information need from within large collections 
(usually stored on computers).” IR approach is to find the 
items that are relevant and considered the best matches 
among the partial matching to the keywords defined in user 
query. It provides a solution with the best match results that 
rank to the degree of relevance in response to the user query 
[7]. A typical example of IR is the web search engine such as 
Google Search that is designed to search for information on 
the Web.  

 

III. INFORMATION RETRIEVAL MODELS 
   There are three classic IR models: First, the Boolean 
retrieval model which is based on set theory and Boolean 
algebra that model documents and queries as sets of index 
terms [8]. This is one of the earliest and simplest model in 
which keywords are logically combined with Boolean 
operators AND, OR and NOT to form the query in the 
retrieval system [8]. Although this retrieval approach is used 
in many commercial systems, but the drawbacks are 
well-known. For example, based upon two Boolean values of 
“zero” and “one”, the retrieval results tend to have the effect 
of large number of documents or none at all, and thus it is 
difficult to control the output size [1]. Furthermore, Boolean 
retrieval return matching documents without taking 
relevance of the documents into consideration. This results in 
the user having to browse through the list to find the one that 
meets his or her information’s need.  

Second is the probabilistic retrieval model based on 
probability theory that ranks documents according to the 
probability of relevance [9]. In other words, for a given user 
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query, the documents in the collection that would most 
probably be relevant to the user is retrieved and then ranked 
according to the probability of relevance. The solution is 
based on the assumption that for each query, a document 
collection can be divided into two exclusive sets: the set of 
relevant and irrelevant documents. Therefore, every 
document in the collection can only be found in either one of 
these two sets. Some recent examples of studies that have 
explored or improved this theory include [10] and [11]. 

Third, is the vector space model (VSM) which models 
documents and queries as vectors in a multi-dimensional 
space [8]. A document vector is modeled as a list of index 
terms extracted from the document with associated weights 
representing the importance of the terms in the document 
[12]. Similarly, a query vector consists of a list of keywords 
with associated weights representing the importance of the 
keywords in the query [12]. The model is not without its 
limitations, for instance it assumes all terms are 
independently represented and related to each other only if 
the words are matched in the query and the document [13]. 
Many enhancements to VSM have been developed in the past 
including the study by Tai et al.[13] based on RF, multi-term 
VSM [14] based on adjacency terms relationship, and 
multi-term VSM based on adjacency keyword-order [15]. 
The current study extends the work by Lim et al. [15] by 
including RF and CBR.  

The objective of any IR model is to find as many relevant 
documents as possible and at the same time retrieve a few 
possible non-relevant documents. Two common metrics used 
to evaluate the effectiveness of IR are precision and recall. 
Recall measures the number of relevant results that the 
system was able to retrieve, whilst precision measures the 
number of retrieved results that are actually relevant [12]. In 
IR, effectiveness is achieved when both these metrics are 
maximized, but this is difficult as in most instances, precision 
decreases as recall increases. When recall cannot be 
sacrificed, then increased average precision which is a score 
that considers the order in which relevant and non-relevant 
hits are presented to the users is used [5]. The goal of the 
paper is to improve document relevancy, using both IR and 
CBR techniques. Therefore, in this scenario, it is believed 
recall and precision are both required to determine the 
relevancy, therefore, average precision will be used. Various 
techniques exist to improve the average precision, such as 
relevance ranking algorithms, meta-searching, relevance 
feedback (RF) systems, etc. The undertaken study focuses on 
RF.  
 

IV. RELEVANCE FEEDBACK 
The effectiveness of a retrieval system may be expressed in 

terms of the relevance weighting focusing on improving the 
document scores, whereby the higher the score value, the 
more relevant a document is [8]. Two main approaches to RF 
include implicit and explicit RF. Explicit RF requires the 
users to explicitly rank documents to state their relevance, 
whereas implicit RF attempts to estimate relevancy based on 
user’s behaviour such as amount of time spent on a site or 
mouse-click pattern. Studies have attempted to exploit these 
approaches in various ways. For instance, combining both 

implicit and explicit RF to improve image retrievals [16] and 
to recommend e-books [17]. Studies particularly focusing on 
explicit RF were carried out by Schefels et al. [18] to manage 
website visitor feedback and Takimoto [19] in the field of 
linguistic. Similarly, the current study adopts explicit RF via 
user ratings. 

 

V. CASE-BASED REASONING (CBR) 
Case-based reasoning (CBR) is a four-step process used 

widely in computer reasoning [3]. First is the retrieve process 
which retrieves cases from the case-base to solve a problem. 
Second is the reuse step which maps the solution from the 
previous case to the target problem. Third is revise whereby 
the new solution is tested in the real world or a simulation , 
and finally fourth is retain whereby the adapted solution is 
stored as a new case-base [20]. Studies specifically 
emphasizing the use of CBR to improve IR include [21] in 
knowledge management system and [5] in digital forensics. 

 

VI. PROPOSED ARCHITECTURE 
The RF-CBR integrated architecture can be illustrated as 

shown in Fig. 1. The two main phases, that is, RF and CBR 
are highlighted as well. 
 

 
 

Fig. 1. RF-CBR integrated architecture 
 

A. Phase One – Relevance Feedback 
In this phase, two main techniques are employed. When a 

user performs a search query, the system will present an 
initial set of results using the algorithm introduced by Lim et 
al. [15]. The previous work is based on the concept of 
keyword grouping, whereby the keyword-order relationship 
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in the adjacency terms is used to measure a term’s weight, 
and thus document relevancy are improved [15]. Next would 
be the explicit RF technique, in which the system will acquire 
feedback from the users who will determine the relevancy of 
the documents by providing ratings. These ratings will then 
be averaged and sorted so that highly relevant documents are 
identified. These outputs will be fed into the next phase. 

B. Phase Two - Case-Based Reasoning 
Classification - Using the output from RF, this module 

searches the past cases and picks the most relevant matches 
from the case base using the weighted K-nearest neighbour 
(KNN) algorithm, which stores all available cases and 
classifies new cases based on a similarity measure (e.g., 
distance functions). The study adopts the Hamming distance 
function to calculate the similarity between cases considering 
the fact that explicit RF (i.e. ratings) would be discrete in 
nature (refer to [22] for further details on KNN algorithm). 

Decision maker - It takes as input the cases retrieved by 
the classifier. These are then analyzed to retrieve the most 
relevant documents to be returned to the users. The relevancy 
is then adapted to the case-base if it is new. The case-base 
archives the relevancy rules or patterns that were previously 
used, and these can be adapted to solve other similar cases in 
future. 

VII. FUTURE WORK 
The next stage of the current study would be the 

implementation process, followed by the evaluation. The 
prototype system would be tested against the academic 
journal collections provided by TREC. Additionally, the 
performance of RF-CBR will also be compared against other 
techniques, for instance, using only explicit RF or only CBR. 
This would then provide us with the knowledge if the hybrid 
mechanism works better than stand-alone techniques.  

 

VIII. CONCLUSION 
With the growth of Internet, information became widely 

available to people, hence studies on information retrieval 
(IR) became popular. The main focus of most of the studies 
was to improve document relevancy so that users do not 
waste unnecessary time searching for documents that are 
relevant to them. Relevance feedback is one of the common 
techniques used to improve relevancy based on feedback 
(both explicit and implicit), whereas case-based reasoning 
(CBR) works on the basis of best match algorithm. The 
current study aims to improve document relevancy by 
integrating RF and CBR. The architecture is proposed and 
briefly described in this paper. It is believed that with the 
successful implementation of this proposal, document 
relevancy can be further improved. 
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