
  

  
Abstract—Testing statistical hypothesis is a main topic in 

statistical inference. In this paper, we consider the problem of 
testing a simple hypothesis about the mean and variance of a 
fuzzy random variable with the help of Dp,q-distance. 
Concerning the hypothesis testing, the bootstrap techniques 
have empirically shown to be efficient and powerful. By means 
of simulation and some examples we show that the bootstrap 
method is a powerful tool in the statistical hypothesis testing 
about the parameters of fuzzy random variables. 
 

Index Terms—Bootstrap, Dp,q-distance, fuzzy random 
variable, testing of hypothesis. 
 

I. INTRODUCTION 
The concept of fuzzy sets was introduced by Zadeh [9] to 

describe non-statistical uncertainty (inexactness, vagueness). 
Fuzzy random variables defined by Puri and Ralescu [5] deal 
with both kinds of uncertainty: the randomness and the 
vagueness. 

One of the primary purposes of statistical inference is to 
test hypothesis. Testing hypothesis with fuzzy data was 
considered by Tanaka, Okuda and Asaie [7]. Some methods 
of statistical inference with fuzzy data are reviewed by Viertl 
[8]. Taheri and Arefi [6] exhibit an approach to test fuzzy 
hypotheses based on fuzzy test statistic. By means of central 
limit theorem, Korner [11] proposed an asymptotic test for 
the one sample problem about the mean value of fuzzy 
random variable. 

The bootstrap using fuzzy data is developed in different 
approaches. Montenegro, Colubi, Casals and Gil [4], 
Jimenez-Gamero, Pino-Mejias and Rojas-Medar [3] and 
Colubi [2] have considered the problem of hypothesis testing 
about the mean of a fuzzy random variable. Akbari and Rezaei 
[1] present a fuzzy bootstrap test for variance. 

The paper is organized as follows. Section 2 contains some 
preliminary. In Section 3 we provide the problem of 
hypothesis testing about the mean value of fuzzy random 
variable and an example are considered in order to illustrate 
them. In Section 4, the hypothesis testing procedure for 
variance of fuzzy random variable is described. Finally, in 
Section 5 we conclude the paper. 

 

II. PRELIMINARIES 
Definition 2.1: Let X be a universal set, then a fuzzy set ܣሚ 

of X is defined by its membership functionܣሚ: ܺ ⟶ [0, 1], 
where ܣሚ(ݔ) is the membership grade of x toܣሚ. 
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Definition 2.2: for each 0 ≤ ߙ ≤ 1, the α-level set of A෩ is 
defined by  ܣఈ = ݔ} ∈ (ݔ)ሚܣ   | ܺ ≥  (1)                            .{ߙ

Definition 2.3: A fuzzy number is a fuzzy set of ℜ such 
that the following conditions are satisfied:  

1) A෩ is normal, i.e. ൛x ∈ ℜ  ห  A෩(x) = 1}is non empty, 
2) A෩ is convex, i.e. ∀xଵ, xଶ ∈ ℜ  and λ ∈ ଵݔ ߣ)ሚܣ :[0,1] + (1 − (ଶݔ(ߣ ≥ ,(ଵݔ) ሚܣ ) ݊݅݉  ,((ଶݔ) ሚܣ
3) A෩ is upper semicontinuous with compact support, i.e. ∀ ߳ > 0, ߜ ∃ > ݔ| ;0 − |ݕ < ⟹ ߜ (ݔ)ሚܣ < (ݕ)ሚܣ + ߳ 
According to the above definition, ߙ-level set of a fuzzy 

number is a closed interval, denoted by ܣఈ = ,ఈିܣ] [ఈାܣ , 
where 
ఈିܣ      = ݂݅݊൛ݔ ∈ ℜ ; ܣሚ(ݔ) ≥         ,ൟߙ

ఈାܣ    = ݔ൛݌ݑݏ ∈ ℜ ; ܣሚ(ݔ) ≥  denote the set of all fuzzy numbers. By Zadeh's (ℜ)ܨ ൟ.                            (2)ߙ
extension principle for each ܣሚ, ෨ܤ ∈ ߣ and (ℜ)ܨ ∈ ℜ we have  

ఈ(෨ܤ ⨁ሚܣ)       = ఈܣ + ఈܤ = {ܽ + ܾ|ܽ ,ఈܣ∋ ܾ ∈  ,{ఈܤ
ఈ(ሚܣ ⨀ߣ)    = . ߣ ఈܣ = ܽ ߣ} + ܾ|ܽ  ఈ}.                          (3)ܣ∋

Definition 2.4: [10] The D୮,୯-distance between two fuzzy 
numbers ܣሚ, ෨ܤ ∈ indexed by parameters 1 (ℜ)ܨ ≤ ݌ ≤ ∞ and 0 ≤ q ≤ 1, is a nonnegative function on ܨ(ℜ) ×  give (ℜ)ܨ
as follows: ܦ௣,௤൫ܣሚ, =෨൯ܤ ቐ [(1 − (ݍ න ఈିܣ| − ఈିܤ |௣ଵ

଴ ߙ݀ + ݍ න ఈାܣ| − ଵߙఈା|௣݀ܤ
଴ ]ଵ ௣ൗ    ; ݌  < ∞(1 − ఈିܣ|)଴ழఈஸଵ݌ݑݏ (ݍ − ఈିܤ |) + ݊݅ ݍ ଴݂ழఈஸଵ(|ܣఈା − ;  (|ఈାܤ ݌  = ∞. 

In this paper, we suppose that ݌ = 2 and ݍ = ଵଶ. 
Definition 2.5: The membership function of an LR-fuzzy 

number A෩ = (m, l, r)୐ୖ is 

(ݔ)ሚܣ = ۔ە
ۓ ܮ ቀ௠ି௫௟ ቁ   ; ݔ  < ݉1                    ; ݔ  = ܴ݉ ቀ௫ି௠௥ ቁ   ; ݔ  > ݉,                                 (4) 

where L, R: ℜା ⟶ [0, 1]  are fixed left-continuous and 
non-increasing functions with L(0)=R(0)=1. The functions L 
and R are called left and right shape functions, m is the modal 
point and l, r≥ 0 are the left and right spreads, respectively, of 
the LR-fuzzy number. 

The ܦଶ,భమ -distance of two LR-fuzzy numbers ܣሚ =(݉஺, ݈஺, ෨ܤ ஺)௅ோ andݎ = (݉஻, ݈஻, ଶ,ଵଶଶܦ ஻)௅ோ isݎ ൫ܣሚ, ෨൯ܤ = (݉஺ − ݉஻)ଶ + ଶ(݈஺ܮ − ݈஻)ଶ + ܴଶ(ݎ஺ − ஻)ଶ +2(݉஺ݎ − ݉஻)൫ܴଵ(ݎ஺ − (஻ݎ − ଵ(݈஺ܮ − ݈஻)൯, 
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where ܮ(ିଵ)(ߙ) = ݔ}݌ݑݏ ∈ ℜ  ; (ݔ)ܮ  ≥ =(ߙ)(ଵି)ܴ   ,  {ߙ ݔ}݌ݑݏ ∈ ℜ ; (ݔ)ܴ  ≥ ଵܮ ,{ߙ = 12 න ଵ(ߙ)(ଵି)ܮ
଴ ଶܮ    ,     ߙ݀  = 12 න ଶଵ((ߙ)(ଵି)ܮ)

଴  ,ߙ݀ 
and ܴଵ, ܴଶ are similarly defined. 
Let (Ω, ࣛ, P) be a probability space. 

Definition 2.6: [5] A mapping ෨ܺ ∶ ߗ  →  is said to be (ℜ)ܨ
a fuzzy random variable if and only if {(߱, :(ݔ ݔ ∈ ܺఈ(߱)} ∈ ࣛ × ℬ, 
where ℬ denote the σ-field of Borel set in ℜ. 

Definition 2.7: [2] If  ෨ܺ be a fuzzy random variable, the 
expected value of ෨ܺ  is the unique fuzzy subset of ℜ (if it 
exist), denoted by ܧ෨( ෨ܺ), such that for all α ∈ [0,1] we have: 

൫ܧ)   ෨ܺ൯)ఈ = (ఈܺ)ܧ = ఈିܺ)ܧ] ),  (5)                  .[(ఈାܺ)ܧ

 Definition 2.8: If E൫݌ݑݏ௫∈ఞబ|x|ଶ൯ < ∞, the variance of  ෨ܺ 
on the basis of ܦ௣,௤-distance is defined by 

ଶߪ   = ൫ݎܸܽܦ ෨ܺ൯ = ଶ,௤ܦቂ)ܧ ቀ ෨ܺ, ෨൫ܧ ෨ܺ൯ቁቃଶ),                  (6) 

where χ଴ is the closure of the α-level set. 
 

III. BOOTSTRAP HYPOTHESIS TEST FOR THE MEAN OF FUZZY 
RANDOM VARIABLE 

In this Section we introduce a way to get bootstrap test for 
the mean based on fuzzy data.  

Let ෨ܺ be a fuzzy random variable such that ܧ൫݌ݑݏ௫∈ఞబ|ݔ|൯ < ∞ and let ෨ܺଵ, … , ෨ܺ௡  be a random sample 
obtained from X෩, the sample fuzzy mean value is given by തܺ෨௡ = ௑෨భ⨁…⨁௑෨೙௡ .                                     (7) 

Theorem 3.1 The sample fuzzy mean value is an unbiased 
estimator of the fuzzy parameter ܧ෨( ෨ܺ). 
Proof:  ∀ ߙ ∈ [0,1], we have 
    ቀܧ൫ തܺ෨௡൯ቁఈ = ,(Xഥ୬஑ି)ܧ] E(Xഥ୬஑ା )]     
                      =[μ஑ି , μ஑ା] 
 ఈߤ=                      

Let ෨ܺଵ, … , ෨ܺ௡  be i.i.d fuzzy random variable. Given ෨ܺଵ, … , ෨ܺ௡, let ෨ܺ ∗ = ( ෨ܺଵ∗, … , ෨ܺ௡∗) be a bootstrap sample, that is, X෩ଵ∗, … , X෩୬∗  are i.i.d fuzzy random variable such that 

∗ܲ൫ ෨ܺ௜∗ = ෨ܺ௝൯ = ଵ௡    ,   ݆ = 1,2, . . , ݊, ݅ = 1,2, . . , ݊. 

where P∗ denotes the bootstrap probability law, that is, the 
conditional probability given the original sample X෩ଵ, … , X෩୬. 

We want to test the null hypothesis ܪ଴ ∶ ෨൫ܧ  ෨ܺଵ൯ =  ෤଴ߤ
against the alternative ܪଵ ∶ ෨൫ܧ   ෨ܺଵ൯ ≠  ෤଴. We can expressedߤ
these hypotheses in terms of ܦଶ,భమ: 

ቐܪ଴ ∶ ଶ,ଵଶଶܦ   ൫ܧ෨൫ ෨ܺଵ൯, ෤଴൯ߤ = ଵܪ0 ∶ ଶ,ଵଶଶܦ   ൫ܧ෨൫ ෨ܺଵ൯, ෤଴൯ߤ > 0. 
Let ෨ܺ ∗ = ( ෨ܺଵ∗, … , ෨ܺ௡∗) be a bootstrap sample obtained from ෨ܺଵ, … , ෨ܺ௡. Then for testing ܪ଴, we consider the following test: 

reject H଴ whenever 

௡ܶ =  ஽మ,భమమ ൫௑ത෨೙,ఓ෥బ൯ௌ೙మ >  ଵିఈ,                             (8)ݐ

where  ݐଵିఈ is the (1 − α)-quantile of the distribution of the 

bootstrap statistic ௡ܶ∗ =   ஽మ,భమమ (௑ത෨೙∗  ,௑ത෨೙)ௌ೙∗మ   and 

തܺ෨௡∗ = ෨ܺଵ∗⨁ … ⨁ ෨ܺ௡∗݊ , ܵ௡∗ଶ = 1݊ − 1 ෍ ଶ,ଵଶଶ௡ܦ
௜ୀଵ ൫ ෨ܺ௜∗, തܺ෨௡∗൯ 

ܵ௡ଶ = 1݊ − 1 ෍ ଶ,ଵଶଶ௡ܦ
௜ୀଵ ൫ ෨ܺ௜ , തܺ෨௡ ൯. 

Or equivalently, the test reject H଴ if 

௕௢௢௧݌     = ∗ܲ( ௡ܶ∗ ≥ (௢௕௦ݐ ≤  (9)                      ,ߙ

where t୭ୠୱ is the observed value of the test statistic ௡ܶ. 
The testing procedure can be applied in practice as the 

follows: 
1) Compute the value of the statistic ௡ܶ. 
2) Fix the bootstrap population to be ෨ܺଵ, … , ෨ܺ௡. 
3) Obtain a sample of i.i.d. fuzzy random variables ( ෨ܺଵ∗, … , ෨ܺ௡∗) from the bootstrap population. 
4) Compute the value of the bootstrap statistic ௡ܶ∗. 
5) Steps 3 and 4 should be repeated B times to get a set of 

B estimators ({ ௡ܶ∗ଵ, . . , ௡ܶ∗஻}).  
6) Compute the bootstrap ݐଵିఈ and p-value. 

Example 3.1 Suppose that we have taken a fuzzy random 
sample of size n=10 from a population and that we have 
observed the LR- fuzzy data of Table I. 

TABLE I:  FUZZY RANDOM SAMPLE OF SIZE N=10 

n Observation n Observation 

1 (2.9683,0.0727,0.1665)LR 6 (3.3631,0.7665,0.9047)LR

2 (2.4351,0.6316,0.4865)LR 7 (3.2805,0.4777,0.5045)LR

3 (2.4589,0.8847,0.8977)LR 8 (3.5347,0.2378,0.5163)LR

4 (3.6093,0.2727,0.9092)LR 9 (3.2832,0.2749,0.3190)LR

5 (2.9602,0.4364,0.0606)LR 10 (2.0515,0.3593,0.9866)LR

Suppose we are interested in a bootstrap test for the 
following hypotheses: ܪ଴ ∶ ෨൫ܧ  ෨ܺଵ൯ = (3,0.5,0.5)௅ோ , 

ଵܪ     ∶ ෨൫ܧ   ෨ܺଵ൯ ≠ (3,0.5,0.5)௅ோ. 
If B=5000, the percentiles and bootstrap distribution of  ௡ܶ∗௕ 

are shown in Table II and Fig. 1. 

TABLE II:  PERCENTILES OF THE BOOTSTRAP DISTRIBUTION OF  ௡ܶ∗௕ α 0.01 0.05 0.95 0.99 tଵି஑ 0.002 0.005 0.557 1.518 

 

 
Fig. 1. Bootstrap distribution of  ௡ܶ∗௕. 
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Now, for ߙ = 0.05 or ߙ = 0.01  H0 will not be rejected, 
because Tn=0.004 is less than the critical value ݐଵିఈ , or the 
bootstrap p-value =0.967 is greater than α. 

 

IV. A FUZZY BOOTSTRAP TEST FOR THE VARIANCE OF 
FUZZY RANDOM VARIABLE 

The aim of this section is testing the null hypothesis ܪ଴ ∶ ଶߪ  ≤ ଵܪ    ଴ଶ   versusߪ ∶ ଶߪ  >  .଴ଶߪ
Theorem 4.1: The sample fuzzy variance value (S୬ଶ) is an 

unbiased estimator of the parameter ߪଶ = ൫ݎܸܽܦ ෨ܺ൯. 
Proof: We have ܧ(ܵ௡ଶ) = }ܧ 12(݊ − 1) ෍(න ( ௜ܺఈି − തܺ௡ఈି)ଶଵ

଴ ௡ߙ݀
௜ୀଵ  

+ න (X୧஑ା − Xഥ୬஑ା )ଶଵ
଴ dα)} 

= 12 න 1n − 1 ෍(X୧஑ି}ܧ − Xഥ୬஑ି)ଶ௡
௜ୀଵ }ଵ

଴  ߙ݀

+ 12 න 1n − 1 ෍(X୧஑ା}ܧ − Xഥ୬஑ା )ଶ௡
௜ୀଵ }ଵ

଴  ߙ݀

= 12 න X஑ି)ܧ − μ஑ି)ଶଵ
଴ + ߙ݀ 12 න ఈାܺ)ܧ − ఈା)ଶଵߤ

଴ ߙ݀ =  .ଶߪ
Suppose that we have a fuzzy random sample ෨ܺଵ, … , ෨ܺ௡ 

from ෨ܺ . Let ෨ܺ ∗ = ( ෨ܺଵ∗, … , ෨ܺ௡∗)  be a bootstrap sample 
obtained from ෨ܺଵ, … , ෨ܺ௡. Then, we have that: 
In testing the null hypothesis H଴ ∶  σଶ ≤ σ଴ଶ at the nominal 
significance level α, H଴ should be rejected whenever 

௡ܩ  =  (௡ିଵ)ௌ೙మఙబమ >  ଵିఈ,                              (10)ݐ

where ݐଵିఈ  is the ( 1 − α )-quantile of the null bootstrap 

distribution of ܩ௡∗ = (௡ିଵ)ௌ೙∗మௌ೙మ  and S୬ଶ , ܵ௡∗ଶ are as before. 

 Or equivalently, the test reject ܪ଴ if 
௕௢௢௧݌      ≤  (11)                                    ߙ

Example 4.1 Suppose that we have taken a fuzzy random 
sample of size n=12 from a population and that we have 
observed the LR- fuzzy data of Table III. 

Suppose we are interested in a bootstrap test for the 
following hypotheses: ܪ଴ ∶ ଶߪ  ≤ ଵܪ , 729 ∶ ଶߪ  > 729. 

If B=5000, the percentiles and bootstrap distribution of  G୬∗ୠ are shown in Table IV and Fig. 2. 
 

TABLE III:  FUZZY RANDOM SAMPLE OF SIZE N=12 
n observation n observation 

1 (35,33,36)LR 7 (73,70,76)LR 

2 (82,80,84)LR 8 (70,65,73)LR 

3 (87,85,87)LR 9 (103,100,105)LR 

4 (90,90,90)LR 10 (56,54,58)LR 

5 (63,60,66)LR 11 (40,40,42)LR 

6 (70,70,72)LR 12 (96,94,99)LR 
 

TABLE IV: PERCENTILES OF  THE BOOTSTRAP DISTRIBUTION OF  G୒∗୆ 0.99 0.95 0.05 0.01 ࢻ ࣑ૠ૛ 1.239 2.167 14.067 18.475 ࣑૚૚૛  3.053 4. 575 19.675 24.725 ࢚૚ି18.25 15.77 4.48 2.84 ࢻ 

 

 
Fig. 2. Bootstrap distribution of  ܩ௡∗௕. 

Now, for ߙ = 0.05 or ߙ = 0.01  H0 will not be rejected, 
because ܩ௡=9.052 is less than the critical value ݐଵିఈ , Or the 
bootstrap p-value =0.608 is greater than α. 

 

V. CONCLUSIONS 
In this paper, we have described a bootstrap method for the 

mean and variance of fuzzy random variables with D୮,୯distance.  
In the classical context, the bootstrap has become a very 

powerful tool for estimating the sampling distribution of a 
statistic and its characteristics.  In this paper, we have shown 
that the development of an adequate bootstrap theory in the 
fuzzy context would be very profitable because in this 
context the asymptotic approximations are, in most cases, 
difficult to handle and hence they are useless to make 
inferences. 
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