
  

  
Abstract—The semantic similarity between two words can be 

determined based on their common and distinctive features 
after transforming them into measurable values. Up to now, a 
variety of transfer functions with respect to the transformation 
and the combination of features have been proposed. However, 
none of them have ever processed and combined those features 
properly, thus making them incapable of making a judgment of 
similarity that is close to human judgments of similarity. This 
paper offers a method that represents the optimal combination 
of the optimal transformation of two types of widely used 
features. The results obtained from a standard data set show 
that the proposed solution outperforms all of its benchmarks 
significantly. 
 

Index Terms—Semantic similarity, transfer function, word 
similarity.  
 

I. INTRODUCTION 
WordNet is a lexical database that provides a deep insight 

regarding the meaning(s) of a word through the use of various 
semantic relations. These semantic relations link a word to 
another and form a hierarchical structure called Hierarchical 
Semantic Structure (HSS). Over the years, HSS has been 
used widely in the study of lexical semantics. A good 
example of this is the use of two features provided by HSS to 
determine the semantic similarity between words: the longest 
common subsumers (LCS) and the shortest path distance 
(SPD) where LCS represents the depth of their nearest 
common hypernyms and SPD represents the least number of 
paths connecting them. Having these features alone however, 
is not enough to make reliable judgments of similarity as Li et 
al. [11] remind us that the infinite properties possessed by 
them make direct use of them inappropriate. 

The semantic similarity between words can be represented 
by a range of numerical values. Usually, these values ranged 
between 1 and 0, thereby creating the upper bound and lower 
bound constraints respectively. This means that two 
absolutely similar words should be assigned the value 1 while 
two absolutely dissimilar words should be assigned the value 
0. However, when LCS and SPD are used directly, the upper 
bound and lower bound constraints could be violated owing 
to the fact that their values ranged between x and 0 where x is 
greater than 1. Put in other words, regardless of how similar 
or how dissimilar two words are, there are times they will be 
assigned a similarity score greater than 1. In order to deal 
with this issue, a transfer function is especially needed. 
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A transfer function is a function that transforms a feature 
into measurable values while satisfying both the upper bound 
and lower bound constraints. The effectiveness of a transfer 
function is dependent on the nature of its corresponding 
feature with respect to semantic similarity. For instance, to 
measure the semantic similarity between two words based on 
their LCS, a monotonically increasing transfer function 
should be used since their similarity is proportional to their 
LCS. However, there are too many possible monotonically 
increasing functions in mathematics. Without identifying the 
optimal transfer function among those possible transfer 
functions, LCS may not be transformed properly. As a result, 
an optimal judgment of similarity cannot be achieved.  

Even if the optimal transfer function is used, solely relying 
on a single type of feature in making similarity judgment 
could be impractical because the contribution of features in 
measuring the semantic similarity between words may vary 
depending on many factors, for instance, how well a feature 
described the similarity relations and the quality of HSS. 
Moreover, Li et al. [11] found that when multiple features are 
used, a better judgment of similarity can be made. They also 
argue that when more than one feature is involved, the way of 
combining those features matters a lot. However, there are 
many possible types of combinations. Without identifying 
the optimal combination among the possible combinations, 
those features may not be combined properly. Consequently, 
an optimal judgment of semantic similarity cannot be made.  

Therefore, it is possible to hypothesize that in order to 
produce judgments of similarity that are closer to human 
judgments of similarity, any method that relies on the use of 
multiple features must fulfill two optimality conditions: the 
optimal transformation and the optimal combination. It is 
worth noting that although a number of transfer functions and 
combinations have been suggested to measure the semantic 
similarity between words, no research has been found 
looking into these two optimality issues. 

This paper is organized as follows: Section II highlights 
the importance of semantic similarity with respect to a wide 
range of natural language processing applications before 
presenting the overview of the related works. Section III and 
Section IV provide a detailed description of the optimal 
transformation and the optimal combination respectively and 
their significance is evaluated theoretically in Section V. 
Section VI describes the experimental setups and Section VII 
analyzes the experimental results followed by a discussion of 
the findings. Finally, Section VIII concludes this paper and 
summarizes the contributions of our work. 

 

II. RELATED WORKS 
Measuring the semantic similarity between words is 
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usually an intermediate task rather than an end task by itself. 
This can be observed through its integration into a variety of 
natural language processing applications:  

• In the detection of plagiarized documents [18], the 
similarity between two documents is calculated 
based on the similarity of their content words.  

• In question answering [3], the answer for a question 
is identified by measuring the semantic similarity 
between question and answer.  

• In the detection and correction of malapropisms [2], 
semantically incompatible words are considered as 
erroneous words.  

• In text summarization [26] and machine translation 
[9], automatic evaluation is accomplished through 
the comparison of summaries based on sentence 
similarity.  

• In text categorization [24], documents that share 
similar or related features are collected based on the 
semantic similarity between their content words. 

In general, word similarity methods can be categorized into 
three classes: knowledge-based methods, corpus–based 
methods and hybrid-based methods. A knowledge-based 
method relies on human encoded knowledge of the semantic 
relations between words that are embedded in knowledge 
bases such as WorNet, HowNet and Roget’s Thesaurus while 
a corpus-based method relies on syntax information collected 
from corpora while. A hybrid-based method relies on both 
the semantic information and syntax information. 

A. Hybrid-Based Methods 
Resnik [16] recommended a method that measures the 

information content (IC) of a word as the probability of its 
occurrence in a corpora where the difference between two IC 
represents the similarity between two words. Lin [12] also 
proposed an IC-based method. However, the IC is collected 
based on the occurrence of a word by taking its dependency 
relations into consideration. A major drawback of these two 
methods is that IC derived in this way is not applicable to 
polysemous words. 

Jiang and Conrath [8] solved that problem by collecting IC 
from semantically disambiguated corpora. However, this 
kind of corpora is limited in availability.  

B. Knowledge-Based Methods 
Wu and Palmer [23] proposed a method based on LCS and 

SPD, however, their values are derived from the number of 
node instead of the number of path or link in HSS. Perhaps so 
far in the literature, this is the only node-based solution.  

Sebti and Barfroush [19] modified the method suggested 
by Lin [12] by collecting IC from HSS rather than from 
corpora. Any calculated similarity scores that is deviated 
from human judgments of similarity are detected based on the 
combination of LCS and path distance and recalculated. 

Yang and Powers [25] introduced a method based on SPD 
and the type of path. Although impressive results were 
reported, as a consequence of neglecting the importance of 
LCS, their method fails to differentiate any word pair with 
different LCS but with the same path distance and path type. 

Li et al. [11] and Liu et al. [14] measured the semantic 
similarity between words based on LCS and SPD. However, 
none of their proposed methods satisfies the two optimality 

conditions as Li et al. [11] only focused on the transformation 
of LCS and SPD whereas Liu et al. [14] only focused on their 
combination. 

Other than WordNet, several scholars have attempted to 
measure the semantic similarity between two words based on 
Roget’s thesaurus [7] and HowNet [6]. However, WordNet 
has the benefit of wide applicability compared with Roget’s 
thesaurus and HowNet. Besides, based on the results reported 
by Hu et al. [6], HowNet suffers from the coverage problem 
in terms of words. 

In contrast to the above-mentioned methods that rely on 
the semantic relations between words, Liu et al. [13] and Wan 
and Angryk [22] suggested methods that measure the 
similarity of two words based on their definitions. After all, 
they measured the similarity between definitions as a 
function of the similarity between their content words, thus 
indicating the importance of using a word similarity method 
that is capable of producing reliable judgments of similarity.  

C. Hybrid-Based Methods 
Chen et al. [4] proposed a symmetric-based method based 

on web search. Given two semantically similar words, when 
one of them is used as a query, the other one can be found and 
vice versa. A major disadvantage of this method is that the 
author neglected the fact that a word may appear in different 
part of speech (POS) in different web documents. 

Bollegala et al. [1] suggested the use of lexico-syntactic 
patterns and support vector machine (SVM) to improve the 
traditional web search-based method where synonymous and 
non-synonymous words provided by WordNet were used to 
train SVM. Despite the improvement, their proposed method 
still underperforms knowledge-based methods.  

In conclusion, none of the previously proposed methods 
have ever taken the two optimality issues into consideration. 

 

III. THE OPTIMAL TRANSFORMATION 
Among the previously proposed word similarity methods, 

only three methods [11, 14, 25] are managed to achieve 
Pearson’s correlation coefficient (r) greater than 0.9 with 
respect to human ratings which is considered as high in this 
study. Hence, only the transfer functions and combinations 
belong to them are used to test the hypothesis. 

A. Transfer Functions for SPD 
f(SPD) is a decreasing function that transforms SPD into a 

meaningful value in the range of 0 to 1 that tells how 
semantically similar two words are. Equation (1), (2) and (3) 
represent three transfer functions for SPD recommended by 
Yang and Powers [25], Li et al. [11] and Liu et al. [14] 
respectively. 

(ܦܲܵ)݂                        = ௧ߙ  ∏ ௧೔௟ିଵ௜ୀଵߚ      ݈ < ݈                       0ߛ ≥  (1) ߛ

(ܦܲܵ)݂                                       =  ݁ିఒ௟ (2) 

(ܦܲܵ)݂                                   =  ݁ିఒ௟ − 1            (3) 
 
For (1), given two words which can be located in HSS, l 
represents their SPD; t represents the type of path (synonym, 
hypernyms/hyponym or holonym/meronym); αt represents 
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the factor of path type; βt represents the factor of path 
distance; γ represents an arbitrary threshold of the distance 
introduced for efficiency representing human cognitive 
limitations. The values of αt, βt and γ have already been tuned 
by Yang and Powers [25] where αsynonym equals to 0.9, both 
αhypernym/hyponym and αholonym/meronym equal to 0.85, β equals to 0.7, 
and γ equals to 12. For (2) and (3), λ represents the smoothing 
factors where their values have already been tuned as 0.25 by 
Li et al. [11] and Liu et al. [14] respectively. 

According to the results published by Yang and Powers [25] 
and Li et al. [11], r(s) achieved using (1) and (2) equal to 
0.921 and 0.891 respectively. If the hypothesis regarding the 
optimal transformation is correct, (1) should be a more 
optimal transformation for SPD than (2) since r achieved 
using (1) is greater than r achieved using (2). Also, when (1) 
and (2) are combined with any of the same transfer function 
for LCS separately, r achieved using (1) should always be 
greater than r achieved using (2). These two predictions 
derived from the hypothesis will be verified experimentally 
in Section VII.  

B. Transfer Functions for LCS 
f(LCS) is an increasing function that transforms LCS into a 

meaningful value in the range of 0 to 1 that tells how 
semantically similar two words are. Equation (4), (5) and (6) 
represent three transfer functions for LCS proposed by Li et 
al. [11] and Liu et al. [14] respectively:  
 

(ܵܥܮ)݂                                  =  ௘ഄ೏ ି ௘షഄ೏௘ഄ೏ ା ௘షഄ೏  (4) 

(ܵܥܮ)݂                                      =  ݁ఌௗ (5) 

(ܵܥܮ)݂                                   =  ݁ఌௗ − 1 (6) 
 
where d represents LCS of any two words which can be 
located in HSS and ε represents the smoothing factor. The 
value of ε in (4) has already been tuned as 0.15 by Li et al. [11] 
whereas the values of ε in (5) and (6) are tuned as 0.05 and 
0.05 respectively using RG-65 (see Section VI). 
 

IV. THE OPTIMAL COMBINATION 
The following combinations represented by (7), (8) and (9) 

were proposed by Liu et al. [14] and Li et al. [11]: 
 
,ଵݓ)ܵ                         (ଶݓ  =  ௙(௅஼ௌ)௙(௅஼ௌ) ାଵ ௙(ௌ௉஽)⁄  (7) 

,ଵݓ)ܵ                    (ଶݓ = (ܵܥܮ)݂ߜ  +  (8) (ܦܲܵ)݂ߴ

,ଵݓ)ܵ                       (ଶݓ = (ܵܥܮ)݂  ×  (9) (ܦܲܵ)݂
 
where δ and ϑ are the smoothing factors; w1 and w2 are words 
and S(w1, w2) represents the semantic similarity between w1 
and w2. 

It is worth noting that (7) which was proposed by Liu et al. 
[14] contains two smoothing factors: λ (see (2) and (3)) and ε 
(see (5) and (6)). Other than smoothing the transformation of 
LCS and SPD (referring to f(LCS) and f(SPD) respectively), 
Li et al. also use λ and ε to correlate the combination of f(LCS) 
and f(SPD). Unless the values of the smoothing factors used 
for optimal transformation (or the internal smoothing factors) 
are equal to the values of the smoothing factors used for 

optimal combination (or the external smoothing factors), the 
two optimality conditions cannot be satisfied. For this reason, 
(10) which is a modified version of (7) and which consists of 
both the internal (λ and ε) and external (δ and ϑ) smoothing 
factors is introduced: 

,ଵݓ)ܵ                           (ଶݓ = ఋ௙(௅஼ௌ)ఋ௙(௅஼ௌ)ାణ ௙(ௌ௉஽)⁄  (10) 

 

V. A THEORETICAL INVESTIGATION ON OPTIMAL 
COMBINATION 

As recalled in Section I, LCS and SPD between two words 
can be used to reflect their commonalities and differences 
respectively; and two absolutely dissimilar words should be 
assigned the value 0 whereas two absolutely similar words 
should be assigned the value 1. Taken together, these two 
statements are consistent with Liu et al.’s [14] constraints of 
semantic similarity: 

• When there is no commonality between two words, 
they are absolutely dissimilar as f(LCS) = 0 when LCS 
= 0. 

• When there is no difference between two words, they 
are absolutely similar as when f(SPD) = 1 when SPD = 
0. 

These constraints can be used to examine the significance 
of the three combinations provided in Section IV.  

When LCS = 0, f(LCS) = 0. Then, when f(LCS) = 0, 
suppose S(w1, w2) = 0: 

• Equation (8) = θf(SPD). A study by Li et al. [11] 
reports that when LCS = 0, SPD tends to be a large 
value, that is, (8) ≈ 0. 

• Equation (9) = 0. 
• Equation (10) = 0. 

When SPD = 0, f(SPD) ≈ 1. Then, when f(SPD) ≈ 1, 
suppose S(w1, w2) ≈ 1: 

• It is possible that (8) ≈ 1 if θ > δ. However, Li et al. [11] 
found that when (8) is used as the combination, δ > θ. 

• It is possible to have (9) ≈ 1 if LCS is large enough 
that f(LCS) ≈ 1. However, based on the values of LCS 
and SPD reported in a study by Li et al. [11], when 
SPD = 0, LCS can be any value.   

• It is possible that (10) ≈ 1 if the value of θ is small. 
Based on the above analysis, it is apparent that only (10) 

satisfies both of the constraints of semantic similarity. Hence, 
it can be assumed that among the three tested combinations, 
(10) is the optimal combination for f(SPD) and f(LCS). Then, 
if our hypothesis regarding the optimal combination is true, 
when (10) is used to combine f(SPD) and f(LCS), r achieved 
using (10) should always be greater than r(s) achieved using 
(8) and (9). This prediction follows from the hypothesis will 
be investigated in Section VII. 

 

VI. EXPERIMENTAL DESIGN 

A. Standard Data Set 
The evaluation data set consists of 65 pairs of nouns and 

human ratings for their semantic similarity. This data set was 
created by Rubenstein and Goodenough [17] in 1965, and 
hence it came to be known as RG-65. Their experiment was 
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then replicated by several scholars [15, 16] on 28 selected 
pairs of nouns, ended up creating another human rating called 
MC-28. Since after that, MC-28 and its corresponding RG-28 
have widely been applied as the evaluation data set in the 
study of lexical semantics. 

B. Test Data Set and Training Data Set 
Due to the relatively small size of MC-28 and RG-28, one 

may question the validity of the obtained result. Therefore, an 
alternative machine learning technique called the repeated 
k-fold cross validation is applied on RG-65 and MC-28. In 
addition to that, our proposed method is also validated using 
50 questions of ESL (English as a Second Language) test 
[20]. 

C. Repeated k-Fold Cross Validation Technique 
To implement repeated k–fold cross validation, first, the 

test data set which consists of 30 definition pairs is randomly 
divided into k equally sized folds j times, thus creating j 
partitions of k folds. Then, for each partition of j, each fold is 
used as a test data set while the remaining k–1 folds are used 
as the training data set. For instance, when fold1 is used as the 
test data set, fold2 to foldk are used as the training data set, 
when fold2 is used as the test data set, fold1, fold3 to foldk are 
used as the training data set, and so on. As a result, k 
correlations will be obtained and they are averaged. After 
these steps have been repeated on all of the j partitions, j 
averaged correlations will be obtained and they are averaged 
again. This averaged correlation represents the final 
correlation. 

For RG–65, the value of j is set as equal to the value of k 
and {5, 13} are the possible values of k. A study by Kohavi 
[10] reports that the estimate of k–fold cross validation is 
good when k = 10. Therefore, among the two values, k = 13 is 
chosen since it is the nearest to k = 10. For MC–28, the value 
of j is set as equal to the value of k and {2, 4, 7, 14} are the 
possible values of k. However, k = 14 (and k = 2) is excluded 
due to the extremely small size of the resulted test data. 
Among the remaining two values, k = 7 is chosen since it is 
the nearest to k = 10. 

D. Experimental Conditions 
The semantic similarity between two words is measured 

under the following nine conditions: 
• C1: f(SPD) = (1) and f(LCS) = (4). 
• C2: f(SPD) = (1) and f(LCS) = (5). 
• C3: f(SPD) = (1) and f(LCS) = (6). 
• C4: f(SPD) = (2) and f(LCS) = (4). 
• C5: f(SPD) = (2) and f(LCS) = (5). 
• C6: f(SPD) = (2) and f(LCS) = (6). 
• C7: f(SPD) = (3) and f(LCS) = (4). 
• C8: f(SPD) = (3) and f(LCS) = (5). 
• C9: f(SPD) = (3) and f(LCS) = (6). 

Equation (9), (10) and (11) are evaluated by combining the 
transfer functions from these nine conditions. 

 

VII. RESULTS AND DISCUSSION 

A. The Optimal Transformation of LCS and SPD 
Table I presents different r achieved by different transfer 

function for LCS and SPD with respect to MC–28 judgments. 
 

TABLE I: R ACHIEVED BY DIFFERENT TRANSFER FUNCTION INDIVIDUALLY 
 f(SPD) f(LCS) 
Equation (1) (2) (3) (4) (5) (6) 
r 0.921 0.900 0.900 0.877 0.856 0.856 

 
Since (1) and (4) achieve the highest r among the tested 

transfer functions for SPD and LCS respectively, (1) and (4) 
represent the optimal transformations for SPD and LCS 
respectively in the scope of this study. Since (1) achieves a 
higher r than (4), SPD could therefore be a major feature, if 
not the only one, describing the similarity relations between 
words.   

However, back to 35 years ago, in year 1977, Tversky [21] 
claims that when measuring the semantic similarity between 
words, any feature that reflects their commonalities (i.e. LCS) 
plays a more important role than any feature that reflects their 
differences (i.e. SPD). 27 years later, Li et al. [11] 
demonstrated that LCS is more effective than SPD in 
producing similarity judgments.  

Although the second finding is contrary to the earlier 
findings, it does not mean that either one must be wrong. 
Instead, the contrary findings could be suggesting that a more 
optimal transformation of LCS has not yet been discovered; 
thereby highlighting the significance of the hypothesis that 
when a non-optimal transfer function is used or when a 
feature is transformed improperly, the judgments of semantic 
similarity could not be optimized as well.  

B. The Optimal Combination 
Table II presents a set of r(s) achieved using different 

combinations: (8), (9) and (10). Since each of them combines 
the transfer functions for LCS and SPD under nine different 
conditions from C1 to C9, there are 27 combinations in total. 

From Figure 1 and Figure 2, it is apparent that among the 
three combinations, only (8) and (10) achieve positive and 
yet consistent r(s) across the nine conditions. We also can see 
that among these conditions for (8) and (10), C1 achieves the 
highest r. For (10), although C7 achieves a higher r than C1 
with respect to RG–28, the variance between them is small 
and therefore can be ignored. 

However, further observation of Figure 1 and Figure 2 
reveals that (10) achieves higher r(s) than (8) for all of the 
nine conditions. In addition to that, Table II also shows that 
(8) always gives more weight to SPD than LCS (i.e. δ > ϑ) 
which is contrary with the finding by Tversky [21]. Taken 
together, these findings suggest that (10) is a more optimal 
combination than (8).   

As a summary, when (10) which represents the optimal 
combination is used to combine (1) and (4) which represent 
the optimal transformations for SPD and LCS respectively, 
the highest r(s) are achieved (see Table II, C1 of (10)). These 
findings are consistent with the outcome of the theoretical 
investigation in Section VI.  

In conclusion, they verify the hypothesis that among all of 
the possible transfer functions, when the optimal transfer 
functions are combined using the optimal combination (or 
skeleton), an optimal judgment of similarity can be made. In 
the remaining part of this paper, C1 of (10) is referred to as 
word similarity method (WSM), representing our proposed 
solution: the optimal combination of the optimal transfer 
functions for LCS and SPD. 
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TABLE II: R VALUES ACHIEVED BY 27 COMBINATIONS OF THE TRANSFER FUNCTIONS OF LCS AND SPD 
 C1 C2 C3 C4 C5 C6 C7 C8 C9 

Equation 7.8 δ = 0.15 
ϑ = 0.85 

δ = 0.1 
ϑ = 0.9 

δ = 0.1 
ϑ = 0.9 

δ = 0.15 
ϑ = 0.85 

δ = 0.05 
ϑ = 0.95 

δ = 0.05 
ϑ = 0.95 

δ = 0.15 
ϑ = 0.85 

δ = 0.05 
ϑ = 0.95 

δ = 0.05 
ϑ = 0.95 

r 
RG-28 0.913 0.911 0.911 0.907 0.905 0.905 0.907 0.905 0.905 
MC-28 0.925 0.923 0.923 0.905 0.901 0.901 0.905 0.901 0.901 

Equation 7.9 N/A N/A N/A N/A N/A N/A N/A N/A N/A 

r 
RG-28 0.868 0.904 0.828 0.861 0.896 0.817 N/A 0.888 N/A 
MC-28 0.890 0.918 0.851 0.872 0.896 0.827 N/A 0.879 N/A 

Equation 7.10 δ = 0.85 
ϑ = 0.25 

δ = 0.05 
ϑ = 0.9 

δ = 0.6 
ϑ = 0.05 

δ = 0.6 
ϑ = 0.2 

δ = 0.25 
ϑ = 0.65 

δ = 0.5 
ϑ = 0.05 

δ = 0.65 
ϑ = 0.2 

δ = 0.55 
ϑ = 0.55 

δ = 0.75 
ϑ = 0.1 

r 
RG-28 0.914 0.913 0.912 0.909 0.907 0.905 0.916 0.909 0.914 
MC-28 0.931 0.927 0.929 0.918 0.904 0.917 0.924 0.907 0.926 

 

 
Fig. 1. r achieved by 27 combinations w.r.t. RG-28. Fig. 2. r achieved by 27 combinations w.r.t. MC-28. 

 
 

TABLE III: DATA SET RESULTS: SEMANTIC SIMILARITY SCORES 

 
 

C. Benchmark Overall Results 
Table III provides the judgments made by different 

methods including WSM with respect to the similarity of 30 
pairs of nouns as listed in the first column. 

The second and the third columns present two different 

human judgments called RG-28 and MC-28 which have 
widely been used as the gold standard. Judgments made by 
WSM are contained in the 11th column while the remaining 
columns contain judgments made by previously proposed 
methods. 
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As recalled earlier, Edmonds and Hirst [5] argue for the 
presence of absolute and near synonyms and therefore 
absolute synonyms should be given the value of 1 
representing maximum similarity but not near synonyms. 
However, as can be seen from Table III, for any two nouns 
that appear to be near synonyms of each other, most of the 
methods assign the value of 1 to them except for five methods: 
[1], [4], [16], YPM (the method proposed by Yang and 
Powers [25]) and WSM. 
 

TABLE IV: PART OF THE DATA SET RESULTS CONTAINED IN TABLE III 
Noun Pair MC-28 YPM WSM 
bird-cock 3.05 0.850 0.647 
brother-monk 2.82 0.850 0.647 
asylum-madhouse 3.61 0.850 0.693 
journey-voyage 3.84 0.850 0.647 
coast-shore 3.70 0.850 0.608 
tool-implement 2.95 0.850 0.608 
boy-lad 3.76 0.850 0.608 
magician-wizard 3.50 0.900 0.622 
car-automobile 3.92 0.900 0.705 
midday-noon 3.42 0.900 0.705 
gem-jewel 3.84 0.900 0.687 

 
Among those five methods, only WSM and YPM are 

managed to achieve high values of r. However, Table IV 
shows that provided the same set of nouns, the scores 
assigned by WSM are more numerous than those assigned by 
YPM, thus indicating that WSM can better differentiate the 
similarity between one pair of nouns from the others. It is 
likely therefore that compared with the judgments made by 
YPM, the judgments made by WSM are more similar to 
human judgments. 

 
TABLE V: R ACHIEVED BY DIFFERENT METHODS W.R.T. RG-28 AND 

MC-28 

Method 
r 
RG-28 MC-28 

Hybrid-based Method 
[16] 0.743 0.791 
[8] 0.842 0.836 
[12] 0.822 0.834 

Knowledge-based Method 
[23] 0.787 0.777 
LBM [11] 0.912 0.912 
YPM [25] 0.910 0.921 
LZM [14] 0.909 0.926 
WSM 0.914 0.931 
[7] 0.851 0.872 
[22] 0.815 0.793 

Corpus-based Method 
[4] 0.852 0.828 
[1] 0.797 0.834 

 
Table V compares different r achieved by WSM and the 

other methods with respect to RG-28 and MC-28. Among 
these methods, WSM achieves the highest r of 0.914 and 
0.931 with respect to RG-28 and MC-28. Since WSM adopts 
the skeleton of LZM (method proposed by Liu et al. [14]) to 
combine the transfer functions for SPD (of YPM [25]) and 
for LCS (of LBM, a method proposed by Li et al. [11]), WSM 
was benchmarked against these three methods. Results show 
that: 

• For RG-28, WSM outperforms all of them at a 
significance level of 0.005. 

• For MC-28, WSM outperforms LBM, YPM and 
LZM at a significance level of 0.05, 0.025 and 0.01 
respectively. 

 
TABLE VI: R ACHIEVED BY DIFFERENT METHODS W.R.T. RG-65 AND 

MC-28 USING REPEATED K-FOLD CROSS VALIDATION 

Method RG-65 MC-28 
WSM 0.888 0.930 
LBM 0.890 0.916 
LZM 0.886 0.926 

 
Table VI provides the results obtained by WSM, LBM and 

LZM using repeated k–fold cross validation on RG165 and 
MC-28. Notice that these results are almost identical with the 
one presented in Table V while Table VII shows that WSM, 
LBM and LZM achieve comparable results on ESL test. 

 
TABLE VII: PERFORMANCE ON ESL TEST 

Method 50 Questions 42 Questions 
WSM 33/50 (66%) 33/42 (79%) 
LBM 34/50 (68%) 34/42 (81%) 
LZM 32/50 (64%) 32/42 (76%) 

 
In conclusion, although the judgments made by LBM and 

LZM are also highly similar to human judgments, there are 
some drawbacks to using them in measuring the semantic 
similarity between words. In particular, LBM correlates the 
transfer functions for LCS and SPD using (9). However, it 
has already been verified theoretically and experimentally in 
Section V and Section VII respectively that (9) is not the 
proper way for combining the transfer functions for LCS and 
SPD. On the other hand, LZM correlates the combination of 
the transfer functions for LCS and SPD by giving more 
weight to SPD than LCS. However, doing so is not consistent 
with Tversky’s [21] finding which showed that more weight 
should be assigned to LCS that reflects commonality in the 
assessment of similarity. 

 

VIII. CONCLUSION 
This paper has presented a method measures the semantic 

similarity between words by taking takes into consideration 
two optimality conditions: the optimal transformation and the 
optimal combination. The experimental results show that the 
proposed method outperforms its benchmarks statistically 
significant at 0.05 levels, thereby underlining the importance 
of satisfying the two optimality conditions. In spite of the 
improvement, the optimal transformation and combination 
are only limited to two types of widely used features. In fact, 
there are many more features which have already been 
explored by the other scholars. As a future work, it is possible 
to extend the proposed optimal combination so that it can 
accommodate any number and any type of features.  
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